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Abstract

With the increasing use of recommender systems in various application domains, many algorithms have been proposed for improving the accuracy of recommendations. Among a number of other dimensions of recommender systems performance, long-tail (niche) recommendation performance remains an important challenge, due in large part to the popularity bias of many existing recommendation techniques. In this study, we propose CORE, a cosine-pattern-based technique, for effective long-tail recommendation. Comprehensive experimental results compare the proposed approach to a wide variety of classical, widely-used recommendation algorithms and demonstrate its practical benefits in accuracy, flexibility, and scalability, in addition to the superior long-tail recommendation performance.
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1 Introduction and Motivation

The development and adoption of web technologies and services gave rise to so-called “infinite inventory” digital commerce and content delivery platforms (Anderson 2006), such as Amazon, Netflix, and Spotify, which are able to provide many more items than their brick-and-mortar counterparts, and also fueled the development of various business analytics applications for targeting customers more effectively and for providing better services to them. Recommender systems play a unique role in online business, as high-quality personalized recommendations have been shown to have huge impact on users’ purchase and consumption decisions (Pathak et al. 2010). For example, 60% of Netflix rentals and 35% of Amazon’s sales are attributed to their recommendation systems (Hosanagar et al. 2013); also, more than 40% of users on Spotify continuously listen to personalized playlists generated by the platform (Buskirk 2016). Over the years, a wide variety of methods, typically based on collaborative filtering or content matching techniques, have been proposed to improve the relevance of recommended items (Adomavicius and Tuzhilin 2005, Ricci et al. 2015), focusing largely on predictive-accuracy-oriented performance metrics. However, there is a growing understanding that the quality of recommendations can be evaluated along a number of dimensions, and relying on the accuracy of recommendations alone can be insufficient for providing the most advantageous items for each user. For instance, recommending items that are already well-known and bestselling (and that the users are likely to be aware of) arguably might be less valuable than the ability to find something truly relevant and personalized from the “long tail” of the item popularity distribution. The latter constitutes the focus of our study.

Although some studies have argued that the so-called 80/20 rule, i.e., that more than 80% of the demand will be attracted by the top 20% of the products, will weaken in online markets (Anderson 2006), other studies find the opposite. For example, Tan and Netessine (2009) show that the share of demand for the top 20% of movies has increased over time from 86% to 90%. Recommender systems are known to exacerbate this problem. Due to the typically skewed item consumption distribution, it has been shown that popular items tend to be recommended disproportionately more to users (Fleder and Hosanagar 2007, Zhang 2009), partly because it is harder to predict user preferences for more idiosyncratic, less popular items. Thus, recommender systems would create rich-get-richer effects for popular products and vice versa for unpopular ones (Fleder and Hosanagar 2009, Jannach et al. 2013), and accurately recommending the long tail (niche) items remains an important challenge.
The popularity bias of traditional recommender systems focuses users’ demand mainly to top percentile products or services, and the profit from popular items is definitely important for online businesses. However, sales of niche items could also grow to take up a large share of total sales (Anderson 2006, Hart 2007), and the long-tail (niche) titles can increase both consumer and producer surplus (Brynjolfsson et al. 2006). For example, consumers are known to have a propensity to seek variety over time (Farquhar and Rao 1976, Pessemier 1978), while online stores could benefit from recommending niche items by encouraging users to try products that are outside their awareness (Brynjolfsson et al. 2011) and thus better satisfy customers’ heterogeneous needs, which is known to increase overall demand (Baumol and Ide 1956, Kekre and Srinivasan 1990). For platforms like Netflix, recommending users to rent niche movies could also lower the cost of licensing blockbusters (Goldstein and Goldstein 2006).

To alleviate the popularity bias caused by accuracy-oriented evaluation of recommendations, other performance aspects of recommender systems, e.g., diversity and novelty, have been studied in prior work (Castells et al. 2015). Novelty and diversity of recommendations could be enhanced by re-ranking the initial recommendation list (Ziegler et al. 2005, Zhang 2009, Levy and Bosteels 2010, Adomavicius and Kwon 2012) or by optimizing the ranking process using a combined objective of accuracy and diversity (Yin et al. 2012, Shi 2013, Hurley 2013, Su et al. 2013). While improvements in recommendation diversity and novelty may be associated with better long-tail recommendation as well, it’s not guaranteed to be so. For example, some studies find that recommender systems can improve individual diversity while still reducing aggregate diversity (Fleder and Hosanagar 2009). Long tail recommendation could also be achieved by improving rating estimation specifically for niche items (Park and Tuzhilin 2008, Zhang and Hurley 2009, Niemann and Wolpers 2013). However, such methods tend to achieve this at the substantial expense of overall recommendation accuracy or by requiring a much richer set of features and extra preprocessing. Meanwhile, as the user population and item catalog in the system grow over time, scalability of long-tail recommendation is also an important concern. Also, the ability to easily adjust (parameterize) the degree of popularity of recommended items is another highly practical and important characteristic that is not present in a number of long-tail recommendation approaches.

Pattern-based, especially association rule-based, recommendation algorithms have attracted some attention since the early days of recommender systems research (Mobasher et al. 2001, Lin et al. 2002).
One key reason is the interpretability of their recommendations (“people who bought these items also bought...”). Typically, pattern-based algorithms first build a knowledge base containing patterns (e.g., association rules or itemsets) of typically co-occurring items and then recommend items to users based on this knowledge. Different target items are ranked by some interestingness measures, such as support or confidence, of the discovered patterns (Zaïane 2002, Kazienko 2009, Ghoshal and Sarkar 2014). Many websites have embedded rule-based approach into their commercial recommender systems, e.g., YouTube used association rules to recommend relevant videos to their users (Davidson et al. 2010). However, the traditional framework for association rule discovery, which is based on confidence and support metrics, has certain limitations that can lead to less accurate recommendations (especially with skewed data distributions). First, confidence as an interestingness measure might fail to filter some spurious associations among items (Brin et al. 1997), and recommendations based on spurious rules would not be useful. Second, support-based (i.e., frequency-based) pruning strategy of pattern mining might be problematic on data with inherently skewed support distributions, i.e., where correlations among niche items are key to long-tail recommendation yet are harder to be discovered due to low rates of niche item occurrence. As a result, traditional pattern-based recommender systems built on the support-confidence framework might not be perfectly suitable for long-tail recommendation.

To address some of these limitations, in this study we propose the CORE (COsine pattern-based REcommendation) approach to long-tail recommendation. CORE is a pattern-based method, which finds associations, represented by cosine patterns, among different items (especially niche items) and then utilizes the discovered associations for the purpose of item recommendation. The scalability of CORE is facilitated by a specialized data structure as well as parallel computing schemes, which is crucially important for real-time recommendation capabilities in large-scale applications.

Specifically, this paper makes the following contributions. First, we overview several pattern-based recommendation methods and discuss their limitations. In contrast, the proposed approach uses an extra measure, i.e., cosine, to select more relevant patterns for recommendation. Second, we develop CORE, a new recommendation method based on cosine patterns, which is able to substantially improve both long-tail and accuracy performance of pattern-based approaches by limiting the discovery of spurious patterns. The proposed method also supports convenient parameterization of the popularity of recommended items; that is, the dual configuration of support and cosine thresh-
olds adds more flexibility in generating recommendations of different popularity (or long tail) levels in order to achieve various recommendation goals. Third, to facilitate the scalability of the proposed approach, we further use a special CP-tree (Cosine-Pattern tree) structure to accelerate the recommendation process. The CP-tree is easily built and stored, and can be partitioned to parallelize the recommendation process. Based on the proposed data structure, we also design a parallel computing and load balancing framework for recommendation generation to guarantee the scalability of CORE. Fourth, comprehensive experiments on three benchmark data sets illustrate the advantages of CORE to existing pattern-based methods in terms of accuracy and long-tail recommendation as well as the advantages of CORE with respect to a number of classical, widely used collaborative-filtering-based approaches. And, a separate experiment on a larger-scale dataset further emphasizes the applicability and scalability of the proposed approach for practical, real-time recommendation tasks.

2 Background and Related Work

2.1 Recommender Systems and the Long-Tail Challenge

With the boom of the consumer-oriented content delivery and retail platforms since early 2000s, recommender systems have been progressively developed for various application domains, including movies, music, books, etc., to confront information overload and facilitate personalized information retrieval [Ricci et al., 2015]. Over the years, accuracy of recommender systems has been the major lens through which their performance is evaluated and compared. For example, Netflix held an open competition (with $1M prize for the winner) for the most accurate recommendation algorithm to predict user ratings for movies [Koren et al., 2009]. However, research studies increasingly point out that focusing on accuracy alone in recommender systems can result in sales diversity reduction [Fleder and Hosanagar, 2007], since classical collaborative-filtering-based methods tend to disproportionately recommend popular items. According to [Hart, 2007], taking advantage of the long-tail market is one of the keys towards increasing profits on e-commerce platforms. Thus, in this study, we focus on the long-tail perspective of recommender systems with the goal of developing a recommendation method that can achieve better long-tail performance while still being highly competitive in terms of recommendation accuracy.

Previous studies have attempted to address the long-tail challenge in different ways. One general stream of research has focused on taking a broader perspective on recommender systems evaluation,
rather than focusing just on accuracy, which gave rise to a number of additional recommendation performance dimensions, such as diversity, novelty, etc. (Castells et al. 2015). In particular, different metrics related to recommendation diversity and novelty have been proposed, e.g., average individual (intra-list) diversity (Zhang and Hurley 2008, Ziegler et al. 2005), aggregate diversity (Fleder and Hosanagar 2009), serendipity (Murakami et al. 2007, Zhou et al. 2010), unexpectedness (Adamopoulos and Tuzhilin 2015), as well as recommendation algorithms for improving these metrics (Zhang 2009, Adomavicius and Kwon 2012, Adamopoulos and Tuzhilin 2015). Of course, diversity and novelty metrics represent an indirect way to affect long-tail recommendation performance; i.e., although these metrics have some correlation with long-tail recommendation performance (as they typically affect the distribution of recommended items), it is not guaranteed to be the case. For example, some studies show that aggregate diversity of recommendations can decrease even when individual diversity increases (Fleder and Hosanagar 2009, Jannach et al. 2013).

Therefore, some other studies have investigated ways to tackle the long-tail recommendation problem more directly. These studies can be further categorized by whether the long-tail-aware computations are applied as a pre-processing step vs. embedded more directly into the recommendation process. As an example of a pre-processing approach, Park and Tuzhilin (2008) proposed to first split items into head- and tail-groups based on their rating frequency, cluster tail items into different clusters, and then predict user ratings within each cluster. In their followup study (Park 2013), different head-tail grouping strategies to enhance long-tail recommendation are compared, and the results show that accuracy of the long-tail item recommendations indeed increases through clustering. A similar idea was explored by Zhang and Hurley (2009), where items in each active user’s profile are clustered first, and recommendations are generated based on each cluster instead of complete user profiles. In contrast to pre-processing approaches, several other studies propose to embed information about item popularity into recommendation generation process, e.g., discounting popular items when learning to rank. For instance, in order to promote long-tail items in recommendations, probability for a user to consume a certain item (i.e., recommendation score) based on the whole user-item interaction graph could be discounted by the rating frequency of that item (Yin et al. 2012). Similarly, Shi (2013) proposes a Markovian graph-based recommendation approach, where weights on edges could be tuned to enhance the probability of recommending long-tail items. Other related studies propose to optimize the recommendation list based on different objectives, e.g., increasing
accuracy, reducing popularity (Hamedani and Kaedi 2019), or prioritizing niche items based on their usage context (e.g., co-occurrence with other popular items) (Niemann and Wolpers 2013).

Another set of studies propose hybrid approaches to improve long-tail recommendation performance. For example, in Alshammari et al. (2017), content-based and collaborative-filtering recommendation methods are used in combination to recommend long-tail and popular items, respectively. Similarly, in Zhang et al. (2012) and Ribeiro et al. (2015), the ensemble of outputs of multiple recommendation algorithms are used to balance accuracy and novelty. Other related studies use side information (i.e., information other than user-item interactions) to direct long-tail recommendation. Examples include adding semantic knowledge extracted from content information to better represent long-tail items (Craw et al. 2015) or explicitly collecting users’ preferences for different types of items (Taramigkou et al. 2013).

In this paper, we focus on a new pattern-based recommendation method that tries to avoid some of the limitations of existing long-tail recommendation approaches (such as requiring a much richer set of features, significant pre-processing, or resulting in substantial reductions in accuracy), while exhibiting scalability, flexibility, and explainability benefits.

2.2 Association Analysis and Its Application to Recommender Systems

Association mining or frequent pattern discovery (Agrawal et al. 1993, Agrawal and Srikant 1994, Ceglar and Roddick 2006) is known as the task of discovering co-occurrences between items, which has its roots in the analysis of shopping basket data to better understand consumer purchasing behavior. More formally, given a database of all users’ consumption histories \( T \), \( C_u \in T \) is a set of items \( \{i_1, i_2, \ldots, i_{|C_u|}\} \) consumed by the user \( u \). A pattern can be represented either by an itemset or a rule. Itemset \( P \) is simply a set of items, i.e., \( P = \{i_1, i_2, \ldots, i_K\} \) that represents some co-occurrence relationship among the items. Rule \( P \rightarrow Q \) is an association between two disjoint itemsets that can be interpreted as an if-then statement, i.e., if \( P \) happens, then \( Q \) happens as well.

Many different measures have been proposed to evaluate the pattern strength or interestingness (Tan et al. 2002), and support is one of the most fundamental, popular measures. The support of itemset \( P \) is given by \( supp(P) = \sigma(P)/|T| \), where \( \sigma(P) \) is the support count of \( P \) defined as the number of users \( u \) for whom \( P \subseteq C_u \) (i.e., users who consumed all items in \( P \)). For example, \( supp(P) = 0.3 \) means 30% of users have consumed all items that are present in pattern \( P \). Similarly, the support of rule \( P \rightarrow Q \) is defined as \( supp(P \rightarrow Q) = \sigma(P \cup Q)/|T| \). In summary, the support
measure reflects the prevalence of a pattern in the data. In addition to the use of support as the pattern prevalence metric, rule discovery commonly uses an additional metric, i.e., confidence, which is calculated as $conf(P \rightarrow Q) = supp(P \rightarrow Q)/supp(P)$, higher confidence indicating stronger association between $P$ and $Q$. For example, $conf(P \rightarrow Q) = 0.6$ means that, out of all users who consumed all items in $P$, 60% of them also consumed all items in $Q$. Confidence could also be interpreted as conditional probability, i.e., users who consume items in $P$ tend to also consume items in $Q$ with a probability of 60%.

If the support of itemset $P$ satisfies a prespecified minimum support threshold $\tau_s$, i.e., $supp(P) \geq \tau_s$, then $P$ is a frequent itemset or pattern. Similarly, if the support and confidence of the rule $P \rightarrow Q$ satisfy pre-specified minimum support and confidence thresholds $\tau_s$ and $\tau_{conf}$, i.e., $supp(P \rightarrow Q) \geq \tau_s$ and $conf(P \rightarrow Q) \geq \tau_{conf}$, then $P \rightarrow Q$ will be a discovered association rule. These thresholds can be set by users or domain experts, and several algorithms, e.g., Apriori (Agrawal et al. 1993) and FP-growth (Han et al. 2000) have been proposed to discover frequent patterns and association rules efficiently from data.

Association-based approaches have been used in many application domains, including recommender systems, for their high interpretability (Sarwar et al. 2000, Lin et al. 2002, Davidson et al. 2010). For example, in an e-commerce application, the discovered rule “computer, monitor $\rightarrow$ keyboard, mouse” could be used to recommend a keyboard and a mouse to consumers who already have a computer and a monitor in their shopping carts.

However, the traditional association rule discovery framework based on support and confidence has certain limitations that make it less appealing for recommendation and, more specifically, long tail recommendation. In particular, the confidence metric often might not reflect a meaningful association among items, in part due to item-popularity-related issues, as illustrated by the classic “coffee-tea” example (Brin et al. 1997, Tan et al. 2006). Consider a scenario where 90% of shopping baskets have coffee, i.e., in general consumers buy coffee 90% of the time. Furthermore, let’s assume that, among all baskets containing tea, 75% of them contain coffee as well, i.e., the confidence of rule $tea \rightarrow coffee$ is 75%. In other words, even though the confidence of buying coffee given that tea is already in the shopping basket is quite high (i.e., 75%), the two items are actually negatively associated with each other, i.e., buying tea reduces users’ probability of buying coffee. Thus, recommending based on such rules is likely to reduce recommendation accuracy.
Table 1: Impact of null-consumptions on pattern/rule evaluation measures.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>$A$</th>
<th>$B$</th>
<th>$AB$</th>
<th>$\overline{A}B$</th>
<th>$\overline{A}\overline{B}$</th>
<th>$con_P(A \rightarrow B)$</th>
<th>$lift(A \rightarrow B)$</th>
<th>$cos(A \cup B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>11,000</td>
<td>15,000</td>
<td>10,000</td>
<td>5,000</td>
<td>1,000</td>
<td>100,000</td>
<td>0.91</td>
<td>7.03</td>
</tr>
<tr>
<td>$D_2$</td>
<td>11,000</td>
<td>15,000</td>
<td>10,000</td>
<td>5,000</td>
<td>1,000</td>
<td>100</td>
<td>0.91</td>
<td>0.98</td>
</tr>
</tbody>
</table>

$A$: # of users who consumed $A$; $AB$: # of users who consumed $A$ and $B$; $\overline{A}B$: # of users who consumed neither $A$ nor $B$; $B$: # of users who consumed $B$; $\overline{A}\overline{B}$: # of users who consumed $B$ but not $A$; $\overline{A}B$: # of users who consumed $A$ but not $B$.

To deal with the aforementioned limitation, correlation-oriented measures can be used to augment the support-confidence framework for association rules (Tan et al. 2006). Among such measures, lift has been a popular choice. Lift of rule $P \rightarrow Q$ is calculated as $lift(P \rightarrow Q) = \frac{con_P(P \rightarrow Q)}{supp(Q)} = \frac{supp(P \rightarrow Q)}{supp(P) \cdot supp(Q)}$, which reflects the degree to which the occurrence of $P$ “lifts” the occurrence of $Q$. However, the lift metric is sensitive to null-consumption histories, i.e., to the number of users who did not consume any items contained in the rule of interest. As a quick illustration, Table 1 shows two example data sets about consumption of items $A$ and $B$, including statistics on number of users who consumed both $A$ and $B$ (denoted as $AB$), not $A$ but $B$ ($\overline{A}B$), $A$ but not $B$ ($A\overline{B}$), neither $A$ nor $B$ ($\overline{A}\overline{B}$). The latter value represents the number of null-consumption histories with respect to $A$ and $B$. The table shows that $lift(A \rightarrow B)$ changes significantly with the size of $\overline{A}\overline{B}$, even when the consumption statistics of $A$, $B$, and $AB$ are identical. In summary, for any general pattern $P \rightarrow Q$, such sensitivity of a key association metric (i.e., lift) to null-consumption histories might not be desirable, as the metric becomes more reflective of the prevalence of the pattern in data (which is already captured by support) than of the association between $P$ and $Q$.

Another limitation of the support-confidence framework is that the traditional support-based pruning strategy for pattern mining (based on setting an appropriate support threshold) might be inadequate on data with skewed support distributions (Xiong et al. 2006). Lower thresholds often result in excessive or redundant patterns, as well as patterns that have items with substantially different support levels (i.e, the so-called cross-support patterns, to be discussed in Section 2.3), leading to lower-quality recommendations. Higher thresholds favor highly frequent items and omit less frequent but potentially advantageous itemsets (patterns), which leads to popularity bias.

To address the limitations of confidence and lift metrics, we propose to use cosine patterns for recommendation. In what follows, we give some preliminaries on cosine patterns and describe important properties that make them particularly suitable for long tail and scalable recommendation.
2.3 Cosine Patterns and Their Properties

In this paper, we adopt cosine (Tan et al. 2002) as an interestingness measure to be used simultaneously with support for pattern evaluation and pattern-based recommendation. The cosine value of a $K$-itemset (i.e., an itemset of $K$ items) $P$ is defined as:

$$
\cos(P) = \frac{\text{supp}(P)}{\left(\prod_{k=1}^{K}\text{supp}\{i_k\}\right)^{1/K}}, \quad K \geq 2,
$$

which reduces to the traditional cosine measure when $K = 2$ (Wu et al. 2012). An important advantage of the cosine metric, as can be seen from the example in Table 1, is that the cosine value of a pattern is not affected by the number of null-consumptions.

In traditional association analysis, itemset $P$ is called a frequent pattern if $\text{supp}(P) \geq \tau_s$, where $\tau_s$ is the user-defined minimum support threshold. Cosine pattern discovery takes one more threshold $\tau_c$, i.e., the minimum cosine threshold, for pattern evaluation.

**Definition 2.1** (Cosine Pattern). Itemset $P$ is a cosine pattern w.r.t. $\tau_s$ and $\tau_c$, if $\text{supp}(P) \geq \tau_s$ and $\cos(P) \geq \tau_c$, where $\tau_s$ and $\tau_c$ are user-defined thresholds.

Intuitively, a higher cosine value reflects a more “cohesive” pattern (i.e., a stronger association between items in the pattern). More specifically, the key appeal of the cosine measure lies in its anti-cross-support property. As defined by Xiong et al. (2006), $P$ is a cross-support pattern (CSP) w.r.t. $\tau$ ($0 \leq \tau \leq 1$) if its CSP value $V_{csp}(P) \leq \tau$. Here $V_{csp}(P) = s(i_l)/s(i_h)$, with $i_l$ and $i_h$ representing items with lowest and highest support values in $P$, respectively. A smaller $V_{csp}(P)$ value indicates a more severe imbalance of item supports in a pattern. By its definition, a CSP is a pattern containing items with significantly different support levels and, thus, more likely representing spurious, less cohesive (and potentially less meaningful) associations among items, as will be discussed in more detail in Section 3.1. The minimum confidence threshold, which is traditionally used in association rule mining, is not sufficient for filtering out CSPs. It could be argued that CSPs can be filtered by setting a higher $\tau_s$, but this would lead to the omission of rare but interesting (niche) patterns and, thus, to the information loss for recommendation, especially for long tail recommendation. As shown by Wu et al. (2012), for $P = \{i_1, i_2, \cdots, i_K\}$, $\cos(P) \leq \sqrt[k]{V_{csp}(P)}$. This implies that a pattern tends to have a lower cosine value as $V_{csp}(P)$ gets smaller; i.e., the patterns with lower cross-support values are less likely to be cosine patterns. Thus, cosine measure has the anti-cross-support property.
The anti-cross-support property of the cosine metric allows to control the “cohesiveness” of patterns discovered, making cosine patterns suitable for flexible recommendations. For example, setting large \( \tau_s \) and moderate \( \tau_c \) allows to obtain cohesive patterns with highly popular items; in contrast, reducing \( \tau_s \) while keeping \( \tau_c \) high allows to obtain the most cohesive patterns with both popular and niche items. Both cases, based on threshold use, can guard against excessive generation of redundant patterns while providing flexibility to recommend items of desired popularity levels.

Mining cosine patterns based on \( \tau_s \) and \( \tau_c \) thresholds is not a trivial task. As is well known, the support measure holds the so-called *anti-monotone property* (AMP) defined as follows.

**Definition 2.2 (AMP).** Itemset interestingness measure \( M \) is said to possess AMP, if for every \( P \) and \( P' \) such that \( P \subset P' \), we have \( M(P) \geq M(P') \).

Since support holds AMP, if itemset \( P \) is infrequent (i.e., \( \text{supp}(P) < \tau_s \)), then all its supersets are also infrequent (i.e., \( \forall X \text{ such that } X \supset P, \text{ we have } \text{supp}(X) \leq \text{supp}(P) < \tau_s \) and can be removed from consideration without further calculations. AMP of an interestingness measure is critical for efficient pattern mining (Agrawal and Srikant 1994). While the cosine measure does not hold AMP, it holds the following *Conditional Anti-Monotone Property* (CAMP) (Wu et al. 2012).

**Definition 2.3 (CAMP).** Itemset interestingness measure \( M \) is said to possess CAMP, if for every \( P \) and \( P' \) such that (i) \( P \subset P' \) and (ii) \( \forall i \in P, \forall i' \in P' \setminus P, s(\{i\}) \leq s(\{i'\}) \), we have \( M(P) \geq M(P') \).

Compared with AMP, CAMP provides an extra condition to gain the anti-monotone property. Because cosine holds CAMP, cosine patterns can be mined efficiently. In particular, if \( P \) is not a cosine pattern, then any pattern \( P' \) that can be created by adding high-support items to \( P \) (i.e., items that have higher support than any item in \( P \)) will not be a cosine pattern due to CAMP, and thus can be removed from consideration without further calculations. This principle allows to avoid extra computations and lays the foundation of efficient cosine pattern mining.

The CoPaMi algorithm was proposed specifically to mine cosine patterns (Wu et al. 2014). It aligns the items in each consumption history in a support-ascending order (to facilitate CAMP conditions for patterns sharing the same prefix), and then employs the tree-based data structure and depth-first traversal strategy to effectively prune patterns based on both support and cosine. We parallelize CoPaMi on the Spark platform and use it to mine cosine patterns in our experiments.
3 Cosine Pattern-Based Recommendation

3.1 Cosine Patterns for Recommendation

As mentioned earlier, pattern-based recommender systems have attracted substantial attention (Lin et al. 2002, Zaíane 2002, Kazienko 2009), partly for their high interpretability of recommendations. A recent survey (Paraschakis et al. 2015) on more than 30 popular e-commerce platforms also reveals that industries often favor less complex recommendation techniques like association rules mining or nearest neighbor-based collaborative filtering for efficiency and engineering cost concerns. This indicates that improving the recommendation performance of pattern-based (such as itemset- or rule-based) methods is of theoretical and practical importance.

We argue that the prevalence of the cross-support patterns is largely responsible for the lower accuracy and higher popularity bias of traditional rule-based recommender systems. To illustrate this, Table 2 shows some representative examples of 2-item movie association rules (10 out of top 150 highest confidence rules) and 2-item cosine patterns (10 out of top 150 highest cosine patterns) discovered from the MovieLens data with $\tau_s = 2\%$, $\tau_{conf} = 76\%$, and $\tau_c = 0.5$.

From Table 2, we can see that there is a large imbalance of support levels between the antecedent and consequent in each example association rule, as indicated by low $V_{csp}$ values. In contrast, the $V_{csp}$ values for cosine patterns are substantially higher. Moreover, in the last two columns of Table 2, we present two additional indicators of how related are the two movies that appear in each pattern (or how “cohesive” the pattern is). The first indicator is the correlation coefficient (CorrCoef) of the ratings for two movies, i.e., how similar are the preferences for these two movies among the users who saw both of them. The second indicator is the Jaccard similarity (JSim) of the movie consumptions, i.e., how similar are the sets of users who saw each movie. Both of these indicators consistently show that association rules contain items that are less related to each other (i.e., have substantially lower CorrCoef and JSim) than cosine patterns. This insight is further emphasized by Table 3, which provides the aggregate statistics across top-150 association rules and top-150 cosine patterns. In particular, the patterns mined based on the confidence measure (i.e., association rules)

---

1. For comparison, the illustrative sets of 10 cosine patterns and 10 association rules were picked to have similar support (and to be representative of the broad range of support values).
2. Detailed information of this data set could be found in Table 4.
3. Thresholds were set to have similar number (between 150 and 200) of patterns discovered in both cases.
contain items that are highly imbalanced in terms of their support and substantially less related to each other than the patterns mined based on the cosine measure.

In summary, recommendations generated from association rules have several limitations. In particular, as shown above, association rules tend to contain items that are less related to each other, which can lead to lower accuracy when deployed for recommendations. As importantly, due to the fact that many discovered association rules have low cross-support values, the movies that end up being recommended using association rules (i.e., movies in the consequent of the rule) are largely high-support items (i.e., popular movies), such as *Star Wars*, *Fargo*, *Back to the Future*, and *Raiders of the Lost Ark*. This perpetuates the so-called popularity bias existing in many collaborative-filtering-based recommender systems, leading to insufficient recommendation of niche movies and long-tail recommendation challenges. As shown in Tables 2 and 3, cosine pattern mining can effectively overcome these limitations due to its anti-cross-support objective, which allows for discovery of more cohesive patterns, including patterns with less common (niche) items. Take pattern \{Manon of the Spring, Jean de Florette\} as an example. Although movies in this pattern have been watched only by a relatively small number of users, the cohesiveness of this pattern is quite high: the movies are liked very similarly by users who saw both of them (CorrCoef = 0.76), and the sets of users who saw each movie are quite similar as well (JSim = 0.60). Nevertheless, such a pattern is unlikely to be discovered as an association rule due to its relatively low confidence. The ability to discover connections among items with comparatively smaller audience is a key to addressing the long-tail recommendation challenge and, thus, is one of the motivating factors for the proposed cosine pattern-based method for long-tail recommendation. At the same time, the minimum support and cosine threshold parameters provide the flexibility to fine-tune the proposed method to the desired specifications (e.g., in terms of recommending popular vs. niche items), as will be shown later in the paper.

3.2 Basic Recommendation Scheme

Here we introduce the basic scheme of cosine pattern-based recommendation. We assume that the set of all applicable cosine patterns \(\mathcal{CP}\) (i.e., patterns with \(\text{supp}(P) \geq \tau_s\) and \(\text{cos}(P) \geq \tau_c\) for some user-specified thresholds \(\tau_s\) and \(\tau_c\)) has been mined in advance (e.g., using the standard library CoPaMi) and focus on the problem of generating top-K recommendations for each user.

Given the set of all discovered cosine patterns \(\mathcal{CP}\) and user \(u\) (represented by her consumption history \(C_u\)), the recommendation process consists of three main stages: (i) identifying \(u\)'s target
Table 2: Examples of association rules and cosine patterns discovered from the MovieLens dataset.

| Association Rules | | | | | | | |
|-------------------|-----------------|-------|-------|-------|-------|-------|
| Antecedent        | Consequent      | Supp (%) | Conf (%) | Cosine V | Vesp | Corr Coef | JSim |
| Dead Man (34)     | Star Wars (583) | 2.3    | 77.3   | 0.15   | 0.06 | -0.22 | 0.05 |
| Only You (39)     | The Princess Bride (324) | 2.9 | 77.8   | 0.24   | 0.12 | 0.06 | 0.10 |
| Giant (51)        | Casablanca (243) | 3.9   | 81.1   | 0.33   | 0.21 | 0.21 | 0.20 |
| Trees Lounge (50) | Fargo (508)     | 4.1   | 79.5   | 0.24   | 0.10 | 0.23 | 0.10 |
| Weekend at Bernie’s (60) | Back to the Future (350) | 4.6 | 79.1   | 0.31   | 0.31 | 0.31 | 0.16 |
| Dumb and Dumber (50) | Back to the Future (350) | 4.8 | 82.2   | 0.29   | 0.20 | -0.06 | 0.18 |
| Flirting With Disaster (42) | The Empire Strikes Back (367) | 5.5 | 77.4   | 0.25   | 0.10 | 0.12 | 0.24 |
| Nell (81)         | Raiders of the Lost Ark (420) | 5.8 | 76.4   | 0.30   | 0.20 | 0.32 | 0.17 |
| Victor/Victoria (77) | Return of the Jedi (507) | 5.8 | 80.0   | 0.28   | 0.15 | 0.09 | 0.13 |
| Casino (91)       | Raiders of the Lost Ark (420) | 7.0 | 78.8   | 0.34   | 0.22 | 0.14 | 0.20 |

| Cosine Patterns  | | | | | | | |
|-------------------|-----------------|-------|-------|-------|-------|-------|
| Movie 1           | Movie 2         | Supp (%) | Conf (%) | Cosine V | Vesp | Corr Coef | JSim |
| Manon of the Spring (58) | Jean de Florette (64) | 2.3 | 37.9   | 0.51   | 0.38 | 0.76 | 0.60 |
| Three Colors: White (59) | Three Colors: Blue (64) | 2.9 | 45.8   | 0.87   | 0.42 | 0.75 | 0.58 |
| A Grand Day Out (66) | The Wrong Trousers (118) | 3.9 | 56.1   | 0.58   | 0.31 | 0.66 | 0.50 |
| Private Benjamin (66) | Home Alone (137) | 4.1 | 58.2   | 0.52   | 0.28 | 0.32 | 0.31 |
| Bram Stoker’s Dracula (120) | Interview with the Vampire (137) | 4.8 | 38.3   | 0.52   | 0.34 | 0.45 | 0.55 |
| Batman Forever (114) | Batman Returns (142) | 4.8 | 35.4   | 0.51   | 0.40 | 0.35 | 0.55 |
| Star Trek: Final Frontier (63) | Star Trek: Motion Picture (117) | 5.6 | 45.3   | 0.55   | 0.33 | 0.44 | 0.52 |
| Die Hard With a Vengeance (151) | Die Hard 2 (166) | 5.7 | 35.8   | 0.51   | 0.33 | 0.75 | 0.68 |
| Under Siege (124) | Clear and Present Danger (179) | 5.8 | 44.4   | 0.51   | 0.31 | 0.50 | 0.47 |
| Ghost (170)       | Mrs. Doubtfire (192) | 7.0 | 39.4   | 0.51   | 0.35 | 0.45 | 0.48 |

In parentheses after each movie title: the number of users who rated the movie; Vesp: support ratio of items within rules/patterns; CorrCoef: correlation coefficient of movie ratings; JSim: Jaccard similarity of movie consumptions.

Stage 1: For each user $u$, target item set $T_u$ consists of items not yet consumed by user $u$, i.e., $T_u = I \setminus C_u$, where $I$ represents the set of all possible items.

Stage 2: For each target item $i$ in $T_u$, we need to find eligible pattern set $\mathcal{E}P_{ui}$. An eligible pattern is defined as follows.

**Definition 3.1 (ui-Related Eligible Pattern).** Let $P$ be a cosine pattern and $C_u$ be user $u$'s consumption history. $P$ is an eligible pattern for $u$ w.r.t. $i$, if $i \in P$, $i \notin C_u$, and $P \setminus \{i\} \subseteq C_u$.

In other words, cosine pattern $P$ is a $ui$-related eligible pattern if: (1) $P$ contains target item $i$, and (2) all other items in $P$ (i.e., other than $i$) have been consumed by user $u$. Thus, any $ui$-related eligible pattern represents a cohesive itemset consisting of some items already consumed by $u$ and...
one new item $i$, making item $i$ a natural candidate for recommendation. The set of all $ui$-related eligible patterns is denoted as $\mathcal{EP}_{ui}$.

As a simple illustration, let’s assume that we have a recommendation application with seven items, i.e., $I = \{A, B, C, D, E, F, G\}$, where the following three cosine patterns (itemsets) have been mined from users’ consumption histories: $\mathcal{CP} = \{\{A, B, C\}, \{A, D, E, G\}, \{A, B, D\}\}$. Also, let’s assume that user $u$’s consumption history is $C_u = \{B, C, D, E\}$. Then, user $u$’s target item set is $T_u = I \setminus C_u = \{A, F, G\}$. Considering item $A$ as a target item, we can see that $\mathcal{EP}_{uA} = \{\{A, B, C\}, \{A, B, D\}\}$. In other words, $\{A, B, C\}$ is a $uA$-related eligible pattern, since all items in it except $A$ have been consumed by $u$, and so is pattern $\{A, B, D\}$. Note, however, that $\{A, D, E, G\}$ is not an $uA$-related eligible pattern even though it also contains target item $A$, because there are multiple (i.e., more than one) target items in it (i.e., $A$ and $G$).

**Stage 3**: For user $u$, recommendation score for target item $i$ is derived from $\mathcal{EP}_{ui}$ by summing the cosine values of all patterns in $\mathcal{EP}_{ui}$, i.e., $\text{score}(u, i) = \sum_{P \in \mathcal{EP}_{ui}} \cos(P)$. For any given user $u$, all target items in $T_u$ will be ranked by their recommendation scores, and the recommendation list $L_u$ for user $u$ would be generated by selecting the top-$K$ ranked items.

In other words, the current version of CORE adopts a relatively simple scoring method for target items $i \in T_u$, which adds up the cosine values of all $ui$-related eligible patterns. There have been several studies investigating ways in which pattern-based recommendation algorithms could combine eligible patterns to provide better recommendations. For instance, Wickramaratna et al. (2009) proposed a Dempster-Shaffer-based approach to combine rules with conflicting predictions. Ghoshal and Sarkar (2014) proposed to partition eligible rules into groups of rules with disjoint antecedents and same consequent and developed a probability model to select the group that maximizes the likelihood of purchasing target item for recommendation. Lin et al. (2002) adopted heuristics like adding up the supports and confidences of all eligible rules with the same consequent as its recommendation score. Even though there exist different strategies for determining recommendation scores for items based on discovered patterns, theoretical or empirical studies on deriving optimal strategies are rarely seen. In this study, we used the cosine value of a pattern, as it provides a meaningful quantification of the itemset cohesiveness, as discussed earlier. Furthermore, if target item $i$ appears in multiple $ui$-related eligible patterns (i.e., provides a cohesive combination with several consumed itemsets of user $u$), arguably this provides an even stronger signal of item $i$’s relevance to $u$; hence, we chose to use a
simple aggregation of the cosine values across all eligible patterns. This scoring approach is not only easy to implement and computationally scalable, but also demonstrates excellent recommendation performance (as demonstrated by our experimental evaluation). In-depth analysis of optimal recommendation score aggregation across multiple patterns represents an interesting direction for future work.

We call the above approach COsine pattern-based REcommendation, or CORE for short. As will be demonstrated in the evaluation section, by leveraging the anti-cross-support property of cosine patterns, CORE not only exhibits good recommendation accuracy, but is also able to successfully recommend long-tail items. Furthermore, the two threshold parameters for cosine pattern mining (i.e., $\tau_s$ and $\tau_c$) provide CORE with flexibility in recommending items across the popularity distribution. For example, in order to recommend more popular items we can set a high $\tau_s$ and a moderate $\tau_c$, while to recommend more niche items we can set a small $\tau_s$ but a high $\tau_c$.

3.3 Cosine-Pattern Tree Traversal Approach

The key computational challenge of the proposed cosine-pattern-based recommendation process is finding $ui$-related eligible patterns for given user $u$’s all target items $i$. To deal with this, we propose to use a data structure called Cosine-Pattern Tree to boost the eligible pattern discovery process, which leads to CORE+ (an enhanced version of CORE).

Based on the definition, for given user $u$ and target item $i \in T_u$, a simple way to compute $\mathcal{E}P_{ui}$ is to first find all cosine patterns that contain $i$, i.e., $\mathcal{CP}_i = \{ P \in \mathcal{CP} | i \in P \}$, and then keep only those where the remaining items are covered by $C_u$, i.e., $\mathcal{E}P_{ui} = \{ P \in \mathcal{CP}_i | P \setminus \{i\} \subseteq C_u \}$. The most time-consuming aspect of this calculation is determining whether pattern $P \in \mathcal{CP}_i$ satisfies the latter condition. A straightforward way to do this is to examine each item in $P \setminus \{i\}$ to see whether it is contained in $C_u$. By storing $C_u$ in a hash table, where time complexity to look up any item is $\Theta(1)$, the overall time complexity for checking all items in one pattern is $O(|P|)$, and it would take $O(\sum_{P \in \mathcal{CP}_i} |P|)$ to go through all candidates and identify all $ui$-related eligible patterns.

Under this strategy, two factors can slow down the recommendation process. First, the target item set, i.e., number of non-consumed items, for each user is typically very large; thus, time required to find candidate and eligible patterns for all items can add up quickly. Second, due to CAMP, a cosine pattern typically contains many similar cosine patterns as subsets, which would entail a great deal of repeated (redundant) matching of highly similar patterns with $C_u$. 
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Both of these factors can be addressed by using advantageous data structures and algorithms for storing and retrieving cosine patterns. In particular, to facilitate efficient cosine pattern traversal and reduce redundant matching in eligible pattern detection, we build upon the notion of the FP-tree (Han et al. 2000) as well as the ideas from the CoPaMi cosine pattern mining approach (Wu et al. 2014) to define and use Cosine-Pattern Tree (CP-tree) for compact representation of cosine patterns. Based on CP-tree, an intelligent, depth-first search strategy is designed to find all eligible patterns efficiently.

Generally, CP-tree is constructed in a similar fashion as FP-tree, i.e., it is a fully-connected, hierarchical tree structure, where each node represents an item. Each path from the root node to any other node in the CP-tree represents a cosine pattern (itemset) containing all the items on that path. Thus, cosine patterns that share a common prefix will share (a part of) the same path.

More formally, CP-tree consists of two types of nodes: (i) one special node denoting the start of all paths (i.e., all patterns stored in the tree) and labeled as root, and (ii) possibly multiple regular nodes denoting items, each labeled with a corresponding item name. Each node has three fields, storing its relevant information: item (i.e., the label of this node), cosine (i.e., the cosine value of the pattern that ends with this node), and childlist (i.e., the list of children nodes that are connected to this node).

Before tree construction, all items in each cosine pattern $P$ are sorted in a support-ascending order, which guarantees that every prefix of $P$ is also a cosine pattern, due to CAMP. E.g., if $\text{supp}(A) \leq \text{supp}(B) \leq \text{supp}(C)$ and $\{A, B, C\}$ is a cosine pattern, then $\{A, B\}$ is guaranteed to be...
a cosine pattern, due to CAMP. An illustration of CP-tree construction process is shown on the left side of Fig. 1, where all items are assumed to be sorted in the support-ascending order. Initially, the CP-tree contains only the default root node. After reading the first cosine pattern \{A, B\}, the nodes labeled as A and B are created, and path root → A → B is then added, and the value of \( \cos(\{A, B\}) = 0.5 \) is saved in the cosine field of node B, as shown in Fig. 1a. The second cosine pattern \{A, B, C\} shares a common prefix \{A, B\} with the first pattern, and therefore only one new node marked as C is added to the end of path root → A → B with the corresponding \( \cos(\{A, B, C\}) = 0.3 \) value in Fig. 1b. This process continues until every cosine pattern has been mapped onto one of the paths in CP-tree, which leads to the final CP-tree in Fig. 1c. Because of this specific prefix-based tree construction as well as the CAMP property of the cosine measure, all distinct cosine patterns are represented by all the paths from the root node to every node that is below the first two levels of CP-tree (since a cosine pattern must have at least two items).

Thus, any arbitrary path \([P] = root \rightarrow i_1 \rightarrow \cdots \rightarrow i_p\) in CP-tree represents cosine pattern \(P = \{i_1, \cdots, i_p\}\), when \(|P| \geq 2\). With respect to specific user \(u\), any given path \([P]\) (and its corresponding cosine pattern \(P\)) can be classified into three different categories – 0-target path, 1-target path, and multi-target path – depending on how many target items the path contains. In particular, \([P]\) is a 0-target path if \(|P \setminus C_u| = 0\) or, equivalently, \(P \subseteq C_u\), i.e., the path does not contain any target items for user \(u\). Alternatively, \([P]\) is a 1-target path if \(|P \setminus C_u| = 1\). Finally, \([P]\) is a multi-target path if \(|P \setminus C_u| \geq 2\), i.e., if it contains multiple target items for user \(u\). Note that only 1-target paths represent \(ui\)-related eligible cosine patterns that can be used for recommendation, as they contain exactly one target item.

The above categorization suggests an intelligent and highly efficient computational strategy that allows, for any user \(u\), to find all relevant target items and calculate their recommendation scores with a single traversal through CP-tree. Intuitively, the main idea is to traverse CP-tree, visiting nodes in a depth-first manner. Each visited node represents path \([P]\) (i.e., path from the root to this node), which can be one of the following: (i) 0-target path, in which case no recommendation decisions need to be made, and the depth-first search continues to the children of this node; (ii) 1-target path, in which case the recommendation score for target item \(i\) (that is contained in \([P]\)) is increased by \(\cos(P)\), and the depth-first search continues to the children of this node; or (iii) multi-target path, in which case no recommendation decisions need to be made, and the depth-first search is stopped.
Algorithm 1 Eligible-pattern searching and target-item scoring from CP-tree.

Input: root, Cu
Output: score

1: procedure SearchCP(root, Cu)
2: S := ∅;
3: for i ∈ I do
4: score(i) := 0;
5: target := null;
6: PushChildNodes(S, root, target);
7: while S ≠ ∅ do
8: (cur, target) := S.POP;
9: if target is not null then
10: if cur.item ∈ Cu then
11: score(target) := score(target) + cur.cosine;
12: PushChildNodes(S, cur, target);
13: else
14: continue;
15: end if
16: end if
17: if cur.item ∈ Cu then
18: PushChildNodes(S, cur, target);
19: else
20: if cur is not child of root then
21: score(target) := score(target) + cur.cosine;
22: end if
23: end if
24: PushChildNodes(S, cur, target);
25: end procedure
26: procedure PushChildNodes(S, cur, target)
27: for node ∈ cur.childlist do
28: S.push(node, target);
29: end procedure

along this path, as all subsequent extensions of path \([P]\) will continue to be multi-target paths. In
summary, the proposed approach does not have to check all possible target items, but rather finds
them (and calculates their recommendation scores) organically in one shot by efficiently browsing
cosine patterns and matching them with each user’s consumption history.

Algorithm 1 provides more detailed overview of the implementation of the proposed search-and-
scoring routine. The main function SearchCP (Lines 1-23) employs a depth-first search on CP-tree.
Besides variable cur to indicate the current node, variable target is introduced to indicate the target
item contained in the current eligible pattern. Traversal along any given path in CP-tree terminates
as soon as the path becomes a multi-target path (Lines 13-14), which avoids unnecessary search of
longer patterns. Last-in-first-out stack \(S\) is used to execute the depth-first traversal, and variable
target corresponding to target item contained in the current path is pushed into (or popped out
from) the stack simultaneously with each node (Lines 6, 8, 12, 17, 22). Lines 11 and 21 update the
recommendation scores of target items whenever the traversed path is a 1-target path.

The right side of Fig. 1 illustrates the use of Alg. 1 for user \(u\) with specific consumption history \(Cu\).
Note that the cosine values of patterns are shown next to the end nodes of their corresponding paths,
the dashed nodes are target items (i.e., items that are not in $C_u$), and thick lines represent actual traversals performed by Alg. 1. Consider traversal along $\text{root} \rightarrow A \rightarrow B \rightarrow C$. Because $C$ is the first item not contained in $C_u$, $\text{root} \rightarrow A \rightarrow B \rightarrow C$ becomes a 1-target path with $C$ as its target item. This path can be extended further either with $D$ or with $E$. In the case of former, traversal would stop at node $D$, as it is the second item not contained in $C_u$, making the path a multi-target path at that point; going deeper would not detect any new eligible patterns. This avoids redundant checks of successive nodes $D$, $F$, and $G$ along the same path. In contrast, $\text{root} \rightarrow A \rightarrow B \rightarrow C \rightarrow E$ would be identified as another 1-target path with $C$ as its target item. As another example, after traversal of path $\text{root} \rightarrow B \rightarrow D$, $D$ is identified as another target item, and three 1-target paths with $D$ as target item would be discovered: $\text{root} \rightarrow B \rightarrow D$, $\text{root} \rightarrow B \rightarrow D \rightarrow E$, and $\text{root} \rightarrow B \rightarrow D \rightarrow E \rightarrow G$. Eventually, in this example, five eligible patterns that contribute to recommending $C$ and $D$ are identified with a single traversal of CP-tree.

CORE+ recommendation approach is highly computationally efficient. Space complexity of CP-tree is $O(|CP|)$, since the total number of nodes in the tree equals the total number of cosine patterns plus a small fixed number (i.e., the root node and its immediate children). Meanwhile, given any user consumption history $C_u$, time complexity of finding all eligible patterns using Alg. 1 is $O(|CP|)$. To elaborate, there are $O(|CP|)$ nodes in the CP-tree and, in the extreme case, all of them may have to be examined, with constant amount of time needed per node; e.g., to check whether an item is contained in $C_u$ is $\Theta(1)$ using a hash table. Therefore, with CP-tree and Alg. 1, the time complexity of recommendation given $C_u$ reduces substantially from $O(|T_u| \sum_{P \in CP} |P|)$ to $O(|CP|)$, where $|P|$ is the number of items in pattern $P$. This implies that the upper bound of the running time of CORE+ is simply proportional to the number of cosine patterns, regardless of their size or the number of potential target items.

### 3.4 Parallelizing Cosine Pattern-based Recommendation

In this section, we describe a distributed framework designed for CP-tree based recommendation, which leads to CORE++, a parallelized version of CORE+ for online recommendation.

Intuitively, user partitioning, i.e., distributing active users to different servers on which a complete CP-tree is stored in advance for recommendation, is a straightforward way to improve scalability. For example, according to the widely-used strategy of proxy cache servers (Gama et al. 2001), network traffic could naturally be reduced by replicating static content (CP-tree in our case). However,
when the CP-tree is large, i.e., a huge amount of cosine patterns is discovered from consumption or purchase data of a gigantic online retailer like Amazon, recommendation generation for a single user can still take a considerable amount of time.

To address this challenge, we propose to use a parallelization framework based on CP-tree partitioning to further speed up recommendation. Specifically, by taking a complete CP-tree as a forest with a null root node, each subtree rooted at the second level can then be allocated to one computational node, and thus the entire CP-tree can be stored separately on \( Z \) available computational nodes. The parallelized CP-tree based recommendation (i.e., CORE++) could then be done in three stages: (i) broadcast user \( u \)’s consumption history \( C_u \) to \( Z \) computational nodes; (ii) run Alg. 1 for \( u \) on \( Z \) nodes in parallel; (iii) aggregate local scores for each target item to obtain the final recommendation score. Fig. 2 illustrates the three stages using the example from Fig. 1, where the initial CP-tree in Fig. 1c is decomposed into two subtrees by removing the root node. Each subtree is then distributed to a separate computational node, along with all users’ consumption histories. Recommendation score for each target item based on each subtree would be generated by running Alg. 1 simultaneously on the two computational nodes. The final recommendation score for each target item can then be obtained by aggregating scores from each node (e.g., recommendation score of \( B \) for \( u_2 \) based on two subtrees is aggregated as \( 1.1 + 0.4 = 1.5 \)). In Fig. 2 for each user, we pick one target item with the highest score for recommendation.
In the above parallelization scheme, the time to generate recommendations for each user hinges on the slowest computational node. Thus, it is desirable to partition the CP-tree in such a way that workload on all nodes is evenly distributed. This could be formally defined as a *load-balanced partitioning* (LBP) problem as follows.

**Definition 3.2 (LBP Problem).** Let $\mathcal{S} = \{s_1, s_2, \cdots, s_q\}$ be the set of subtrees and $\alpha_i \geq 0$, $i \in \{1, \ldots, q\}$, be a load indicator of the $i$-th subtree. Denote the set of subtrees distributed to $z$-th computational node as $\mathcal{S}(z)$, $z \in \{1, \ldots, Z\}$. Then, the load of the $z$-th node is $L_z = \sum_{i: s_i \in \mathcal{S}(z)} \alpha_i$, and the maximum load across all nodes is $L = \max_z L_z$. So, the LBP problem is to find an assignment $\mathcal{S}(z)$, $z \in \{1, \ldots, Z\}$, such that $L$ is minimized.

Based on Def. 3.2, minimizing the overall load $L$ essentially means finding $Z$ disjoint subsets of $\mathcal{S}$ on which computation loads $L_z$ ($z \in \{1, \ldots, Z\}$) are close. This, however, is an NP-complete problem (Cormen et al. 2001). Thus, we adopt the *longest processing time* (LPT) strategy which has been proved to be a $4/3$-approximation (Graham 1969) for load balancing. The LPT strategy for CP-tree partitioning is applied by sorting all subtrees in descending order based on their load indicators $\alpha_i$, and then sequentially allocating each tree to the node that currently has the lowest estimated computational load. This process continues until all subtrees have been assigned. The performance of LBP mainly depends on how well the load indicator values ($\alpha_i$) can be estimated, and below we propose two simple heuristic approaches for estimating actual computational load.

Intuitively, a subtree of CP-tree rooted with a higher support item is likely to represent patterns that are more commonly (frequently) found in a user population. Thus, such a subtree has a greater chance to be traversed for eligible patterns and, therefore, can entail more intensive calculations. Thus, our first heuristic approach is a *support-based load indicator*, where we use the support value of the subtree root item as the subtree load indicator. Alternatively, the size of a subtree is also related to traversal cost, as bigger subtrees contain more patterns. In other words, the eligible pattern discovery process may result in heavier computation load due to having to check potentially more patterns. Therefore, our second heuristic approach is a *pattern-based load indicator*, where we adopt the subtree size (i.e., number of patterns in a subtree) as the subtree load indicator.

Note that neither of the two indicators dominates the other theoretically; which one works better is context-dependent. The support-based load indicator is likely to be more suitable for relatively
Table 4: Summary statistics of datasets.

<table>
<thead>
<tr>
<th></th>
<th>Rating</th>
<th>#Users</th>
<th>#Items</th>
<th>#Ratings</th>
<th>Sparsity(%)</th>
<th>Avg. #Ratings per Item</th>
<th>% of Ratings from Top 20% Items</th>
<th>% of Ratings from Top 50% Items</th>
<th>Gini Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book-Crossing</td>
<td>[1,10]</td>
<td>1834</td>
<td>2172</td>
<td>41,337</td>
<td>98.96</td>
<td>13</td>
<td>40%</td>
<td>65%</td>
<td>0.37</td>
</tr>
<tr>
<td>Last.fm</td>
<td>[1,5]</td>
<td>635</td>
<td>4100</td>
<td>14,175</td>
<td>99.46</td>
<td>5</td>
<td>53%</td>
<td>70%</td>
<td>0.57</td>
</tr>
<tr>
<td>MovieLens</td>
<td>[1,5]</td>
<td>943</td>
<td>1682</td>
<td>100,000</td>
<td>93.70</td>
<td>59</td>
<td>65%</td>
<td>93%</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Sparse data. In such cases, on average, $C_u$ would contain few items, so most subtrees would have limited eligible patterns for recommending certain target items to $u$. This indicates that the computational cost would mainly come from multiple traversals of frequent subtrees, which would be captured by the support-based load indicator. In contrast, the pattern-based indicator is likely to perform better on denser data. In this case, on average, $C_u$ would contain more items, and most of the subtrees are likely to be traversed. Thus, the computational cost may depend much more on the size of subtrees (the number of patterns to be checked), which would be estimated by the pattern-based load indicator. We compare the two indicators empirically in Section 4.5.

4 Experimental Results

In this section, we conduct computational experiments to evaluate CORE. We first compare CORE to two types of baselines, i.e., the pattern-based and the classic CF-based (Collaborative Filtering) methods. We then analyze the advantages of CORE for long-tail recommendation followed by a discussion on the flexibility of CORE in recommending items of different popularity levels.

4.1 Experimental Setup

Data. CORE is tested using three publicly available datasets\(^4\) that are widely used in recommender systems research: Book-Crossing, Last.fm, and MovieLens. For Book-Crossing and Last.fm, we sample the data to include users with at least ten ratings to avoid extreme sparsity. Table 3 provides the summary statistics of the three data sets, including the information about the distributional inequality in item consumption. E.g., if we consider the most popular 20% of items in each dataset, in MovieLens such items receive over 65% of all ratings, while the numbers are significantly lower for the other two datasets, i.e., 40% and 53%, indicating a heavier-tailed nature of Book-Crossing and Last.fm datasets. The Gini Coefficient values further highlight the differences among datasets in terms of item rating frequency distributions.

\(^4\)The datasets can be found at \url{http://grouplens.org/datasets/hetrec-2011/}
**Performance metrics.** Even though the main motivation behind the proposed approach is addressing the long-tail recommendation challenges, recommendation accuracy is always an important performance dimension. Precision (or precision-in-top-k) is commonly used to evaluate the accuracy of top-K recommendation lists and is calculated as follows. For each user $u$,

$$\text{Precision}_u = \frac{\# \text{hits}_u}{K},$$

where $\# \text{hits}_u$ is the number of items from user $u$’s recommendation list that are also in $u$’s test set, and $K$ is the length of the recommendation list (by default, we use $K = 10$ in our experiments).

To evaluate the long-tail performance of recommendation algorithms, we use two metrics: (i) the average popularity ($\text{AvgPop}$) of items in the top-$K$ recommendation list, where each item’s popularity is reflected by the number of ratings it has (Yin et al. 2012, Niemann and Wolpers 2013), and (ii) the ratio of niche items ($\text{NicheRatio}$) in the top-$K$ recommendation list. In a given dataset, an item is defined to be a niche item if it has fewer ratings than the average number of ratings per item in the data set. More formally, for each user $u$,

$$\text{AvgPop}_u = \frac{\sum_{n=1}^{K} \# \text{ItemRatings}_n}_u}{K}, \quad \text{NicheRatio}_u = \frac{\# \text{NicheItems}_u}{K}.$$  

The overall performance for each metric is obtained by averaging its values over all users.

**Baselines.** We compare CORE with two types of baselines, i.e., pattern-based and collaborative filtering methods. The former includes the association rule-based method (AR) (Lin et al. 2002) and the frequent pattern-based method (FP) (Nakagawa and Mobasher 2003). The collaborative filtering category includes five widely adopted methods: UCF (User-based Collaborative Filtering) (Resnick et al. 1994), ICF (Item-based Collaborative Filtering) (Sarwar et al. 2001), SVD (Funk 2006), WRMF (Weighted Regularized Matrix Factorization) (Hu et al. 2008), and BPR (Bayesian Personalized Ranking) (Rendle et al. 2009). In particular, AR, FP, BPR, WRMF and CORE are designed specifically for implicit feedback data (i.e., 0/1 data that reflects only whether a user consumed or purchased an item, and not the user’s explicit preference rating for that item). For unified comparison with different baselines, we first convert explicit ratings in the three data sets to consumption (i.e., 0/1 data) based on the absence/presence of user rating. We then adopt the standard split-validation method commonly used in recommender systems research to evaluate different methods; that is, we
randomly select 70% percent of the consumed items of each user for model training purposes, and use the remaining 30% of items for performance evaluation. Hyperparameters of each algorithm – e.g., the neighborhood size in UCF and ICF, the number of latent factors in SVD, WRMF, and BPR, the support and cosine thresholds for CORE, etc. – were carefully tuned using standard predictive modeling practices for best accuracy performance.

### 4.2 Recommendation Accuracy Performance

Fig. 3 compares CORE to different baselines in terms of precision-in-top-10 (30% of data is used for testing). In terms of accuracy comparisons with other pattern-based approaches, the results show that the precision of CORE is consistently higher than that of AR and FP across all data sets. In terms of accuracy comparisons with collaborative filtering methods, Fig. 3 shows that CORE is highly competitive on Book-Crossing (only very slightly behind the best baseline ICF) and Last.fm (best performance among all methods). On MovieLens, collaborative filtering baselines show performance advantages over CORE, and we will take a closer look at this later in the paper.

![Figure 3: CORE vs. baseline algorithms on accuracy (test-set ratio = 30%).](image)

To demonstrate the robustness of the CORE performance under different settings, we provide accuracy comparisons for different lengths of the top-$K$ recommendation list and for different splits.
of training and test data. The results are shown in Figs. 4-6. Specifically, Fig. 4 shows that the relative accuracy performance of different methods remains consistent when different number of recommendations is provided. I.e., CORE remains competitive on Book-Crossing and demonstrates superior performance on Last.fm; on MovieLens, CORE is outperformed by collaborative filtering baselines, but performs better than pattern-based methods. Relative accuracy performance also remains consistent for different training-test data splits, as illustrated by Figs. 5 and 6 which show the precision comparisons among different methods when 90% and 50% of the data is used for model learning (the remaining 10% and 50% are used for model evaluation), respectively.

![Figure 5](image1.png)

**Figure 5:** CORE vs. baseline algorithms on accuracy (test-set ratio = 10%).

![Figure 6](image2.png)

**Figure 6:** CORE vs. baseline algorithms on accuracy (test-set ratio = 50%).

Overall, accuracy comparisons in Figs. 3-6 demonstrate highly promising performance of CORE; i.e., it dominates pattern-based methods across all data sets and is highly competitive with the widely used CF-based approaches on two heavier-tailed data sets, i.e., Book-Crossing and Last.fm.

### 4.3 Long-Tail Recommendation Performance

The key objective of the proposed approach is the long-tail recommendation. Therefore, in this section, we go beyond recommendation accuracy and focus on the long-tail recommendation performance evaluation. Tables 5 and 6 show the average popularity (AvgPop), i.e., average number of
Table 5: Average popularity of recommended items.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>AvgFreq</th>
<th>CORE</th>
<th>AR</th>
<th>FP</th>
<th>UCF</th>
<th>ICF</th>
<th>SVD</th>
<th>WRMF</th>
<th>BPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book-Crossing</td>
<td>13</td>
<td>43</td>
<td>76</td>
<td>101</td>
<td>72</td>
<td>45</td>
<td>69</td>
<td>65</td>
<td>92</td>
</tr>
<tr>
<td>Last.fm</td>
<td>5</td>
<td>31</td>
<td>89</td>
<td>107</td>
<td>61</td>
<td>52</td>
<td>34</td>
<td>48</td>
<td>96</td>
</tr>
<tr>
<td>MovieLens</td>
<td>59</td>
<td>135</td>
<td>318</td>
<td>383</td>
<td>333</td>
<td>338</td>
<td>397</td>
<td>301</td>
<td>275</td>
</tr>
</tbody>
</table>

AvgFreq: average number of ratings per item in a data set.

Table 6: Percentage of niche items recommended.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>AvgFreq</th>
<th>CORE(%)</th>
<th>AR(%)</th>
<th>FP(%)</th>
<th>UCF(%)</th>
<th>ICF(%)</th>
<th>SVD(%)</th>
<th>WRMF(%)</th>
<th>BPR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book-Crossing</td>
<td>13</td>
<td>13.50</td>
<td>0.05</td>
<td>0.04</td>
<td>2.10</td>
<td>1.38</td>
<td>1.81</td>
<td>3.20</td>
<td>0.40</td>
</tr>
<tr>
<td>Last.fm</td>
<td>5</td>
<td>16.90</td>
<td>1.72</td>
<td>0.02</td>
<td>2.16</td>
<td>4.44</td>
<td>5.77</td>
<td>9.30</td>
<td>0.20</td>
</tr>
<tr>
<td>MovieLens</td>
<td>59</td>
<td>25.35</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.20</td>
<td>0.00</td>
<td>0.11</td>
<td>1.41</td>
</tr>
</tbody>
</table>

AvgFreq: average number of ratings per item in a data set.

ratings, and ratio of niche items (NicheRatio) of top-10 items recommended by the same exact model configurations evaluated in Section 4.2. Again, the same 30% of data was used for testing.

The results highlight the significant advantages of CORE over baseline algorithms for long-tail recommendation. In particular, baseline algorithms tend to recommend popular items, as indicated by the average popularity metric and by the fact that, in the vast majority of settings, less than 2% of recommendations by baseline algorithms are niche items. These results are consistent with the findings of previous studies (Fleder and Hosanagar 2009) that most existing recommender systems have popularity bias, creating the rich-get-richer effect for popular items. In contrast, CORE is successfully able to provide recommendations of items with lower popularity and recommendations containing substantially higher percentage of niche items across all datasets.

Fig. 7 reiterates the results from Sections 4.2 and 4.3 by comparing the overall performance of different recommendation techniques in a two-dimensional (i.e., accuracy vs. long-tail recommendation) space. Specifically, Figs. 7a-7c show each method’s position in the Precision-AvgPop performance space and, similarly, Figs. 7d-7f show Precision-NicheRatio comparison. Methods appearing in the top-right corner in these figures demonstrate better performance on both accuracy and long-tail recommendation. As shown in Fig. 7 for Book-Crossing and Last.fm, CORE is not only the advantageous choice in terms of the long-tail recommendation performance, but it is also an excellent overall choice based on both performance dimensions. For MovieLens, CORE demonstrates dramatic improvements in long-tail performance at the expense of some accuracy reduction with respect to CF baselines (but still significantly outperforming pattern-based baselines).

4.4 Additional Experiments

In this section, we discuss a number of additional important characteristics of the CORE approach.
Preference for Heavier-Tailed Datasets. From the main results discussed so far, we see that traditional pattern-based and collaborative filtering methods tend to recommend items with higher popularity, while CORE is able to recommend substantially more long-tail items across all data sets. In terms of accuracy performance, on more skewed datasets (such as MovieLens, where small percentage of popular items are responsible for high percentage of ratings/consumptions, as could be seen in Table 4), traditional (popularity-oriented) collaborative filtering techniques tend to have some inherent advantage. However, this accuracy advantage of traditional techniques disappears on heavier-tailed data sets (such as Book-Crossing and Last.fm, with larger percentage of ratings dispersed to niche items), where CORE exhibits highly competitive accuracy performance.

We provide additional support for this finding with the following experimental evaluation, where we compare CORE with WRMF (i.e., one of the collaborative filtering baselines that demonstrates consistently good performance) on datasets with varying degrees of skewness. In particular, we take MovieLens data, where WRMF consistently demonstrates superior accuracy performance over other methods (including CORE), manipulate its rating distribution to achieve different levels of skewness, and investigate the changes in relative performance of WRMF vs. CORE. Specifically, we first rank all items in MovieLens by their support (i.e., the number of ratings), and then remove items ranking
Table 7: Descriptions of adjusted data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Users</th>
<th>#Items</th>
<th>#Ratings</th>
<th>Sparsity(%)</th>
<th>Avg.#Ratings per item</th>
<th>% of Ratings from Top 20% Items</th>
<th>% of Ratings from Top 50% Items</th>
<th>Gini Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>943</td>
<td>1682</td>
<td>10,000</td>
<td>93.70</td>
<td>59</td>
<td>65%</td>
<td>93%</td>
<td>0.63</td>
</tr>
<tr>
<td>MovieLens-10%</td>
<td>943</td>
<td>1512</td>
<td>56,960</td>
<td>96.00</td>
<td>38</td>
<td>57%</td>
<td>90%</td>
<td>0.57</td>
</tr>
<tr>
<td>MovieLens-20%</td>
<td>939</td>
<td>1344</td>
<td>35,181</td>
<td>97.21</td>
<td>26</td>
<td>54%</td>
<td>89%</td>
<td>0.54</td>
</tr>
<tr>
<td>MovieLens-30%</td>
<td>919</td>
<td>1175</td>
<td>21768</td>
<td>97.95</td>
<td>19</td>
<td>52%</td>
<td>87%</td>
<td>0.52</td>
</tr>
<tr>
<td>MovieLens-40%</td>
<td>866</td>
<td>1004</td>
<td>12,866</td>
<td>98.52</td>
<td>13</td>
<td>49%</td>
<td>84%</td>
<td>0.50</td>
</tr>
<tr>
<td>MovieLens-50%</td>
<td>756</td>
<td>838</td>
<td>7,218</td>
<td>98.86</td>
<td>9</td>
<td>48%</td>
<td>83%</td>
<td>0.46</td>
</tr>
<tr>
<td>Last.fm</td>
<td>635</td>
<td>4100</td>
<td>14,175</td>
<td>99.46</td>
<td>5</td>
<td>53%</td>
<td>70%</td>
<td>0.57</td>
</tr>
</tbody>
</table>

in top 10%, 20%, 30%, 40%, and 50%, respectively, to generate five new data sets with heavier-tailed distribution. Descriptive statistics and distributions of these new datasets are shown in Table 7, from which we can see that, the more popular items are being removed, the closer the rating distribution is to the one in Last.fm, one of our heavier-tailed datasets.

Fig. 8 shows the precision (accuracy) and AvgPop (long-tail recommendation performance) of WRMF vs. CORE on the original MovieLens data and five new datasets generated from it. In particular, as the rating distribution of MovieLens moves more toward niche items, the accuracy gap between WRMF and CORE gradually narrows. Eventually, e.g., in settings where 40% and 50% popular movies are removed, CORE actually starts to outperform WRMF in terms of accuracy. Meanwhile, the long-tail recommendation performance of CORE remains better (i.e., lower AvgPop of recommended items) than WRMF’s, albeit by a smaller margin, as there are much fewer popular items for the WRMF’s popularity bias to manifest itself strongly.

In summary, this provides additional evidence that, aside from demonstrating superior long-tail recommendation performance across a wide variety of datasets, on heavier-tailed datasets CORE demonstrates highly competitive performance in terms of accuracy as well.

Flexible Recommendation. An important characteristic of the proposed CORE approach is that it allows to fine-tune the popularity level of recommended items in a flexible manner. In
particular, as was mentioned in Section 3.2, the types of items that appear in the discovered cosine patterns can be easily tuned by setting cosine and/or support thresholds accordingly.

Figs. 9 and 10 show the performance of different variations of $\text{CORE}_{\cos, \text{supp}}$, i.e., CORE under different cosine and support thresholds. For a given level of support, the popularity of recommended items tends to go down as the cosine threshold goes up. For Book-Crossing data (Fig. 9a), this can be seen from the fact that $\text{AvgPop}(\text{CORE}_{0.05, 0.2}) \geq \text{AvgPop}(\text{CORE}_{0.1, 0.2}) \geq \text{AvgPop}(\text{CORE}_{0.2, 0.2})$. For Last.fm (Fig. 9b): $\text{AvgPop}(\text{CORE}_{0.2, 0.2}) \geq \text{AvgPop}(\text{CORE}_{0.3, 0.2}) \geq \text{AvgPop}(\text{CORE}_{0.4, 0.2})$. Correspondingly, the ratio of niche recommendations tends to go up with the cosine threshold as well, as shown in Fig. 10. The intuition is that a higher cosine threshold filters out more cross-support patterns containing high-frequency (i.e., popular) items. Alternatively, for a given level of cosine, the popularity of recommended items tends to go up as the support threshold goes up. E.g., in Fig. 9a we can see $\text{AvgPop}(\text{CORE}_{0.2, 0.2}) \leq \text{AvgPop}(\text{CORE}_{0.2, 0.3})$ for Book-Crossing; in Fig. 9b we have $\text{AvgPop}(\text{CORE}_{0.2, 0.2}) \leq \text{AvgPop}(\text{CORE}_{0.2, 0.3})$ for Last.fm. The ratio of recommended niche items also correspondingly goes down. With higher support threshold, only items in comparatively more frequent patterns, i.e., more frequently consumed items, would be recommended. Not surprisingly, fine-tuning CORE for even better long-tail recommendation performance may come at the expense of some recommendation accuracy, as Figs. 9 and 10 show. Therefore, in real-world applications, cosine and support thresholds should be set by the domain experts keeping in mind the specific application requirements, such as the desired mix of popular and niche item recommendations as well as the trade-offs between accuracy and long-tail performance.

![Figure 9: Two dimensional (Precision-AvgPop) performance comparison of CORE and WRMF.](image)
Comparisons with the Long-Tail-Oriented Baseline. Our main experiments demonstrated the benefits of CORE as compared to multiple popular, general-purpose baseline algorithms. The benefits are especially prominent on the heavier-tailed datasets, where CORE shows advantages not only in long-tail performance, but in accuracy performance as well. Here we conduct an additional experiment to show that CORE’s performance advantages on heavier-tailed data remain even when compared to a specialized long-tail-oriented baseline. Specifically, we compare CORE with the long-tail recommendation strategy proposed by Park and Tuzhilin (2008). We chose this approach due to its adaptability to different existing recommendation techniques and its flexibility (somewhat similar to CORE’s) for parameterizing the long-tail recommendation performance.

As with our main experiments, we hold out 30% of each users’ ratings as the ground truth for evaluation purposes. Again, we chose to use the WRMF baseline in conjunction with the long-tail recommendation strategy due to WRMF’s consistently good performance across different datasets. To adapt WRMF for long-tail recommendation, all items in the training data (i.e., 70% of each user’s ratings) are first pre-processed by partitioning them into head (H) and tail (T) groups using different rating frequency thresholds $\alpha$ (depending on the overall item frequency in a given dataset). Items with the number of ratings greater than $\alpha$ would be in group H, the rest of the items in group T. Those in group T are further clustered into $\beta$ clusters as proposed in Park and Tuzhilin (2008). The above process guarantees a more balanced item rating distribution within each group and, thus, alleviates the concern of recommendation bias towards highly popular items. In particular, we set $\alpha \in \{10, 20, 30\}$ for Book-Crossing, $\alpha \in \{3, 5, 10\}$ for Last.fm, and $\beta \in \{5, 10\}$ for both datasets. Based on the pre-processing, recommendations are first generated using WRMF within H and each of
groups within $T$ and then aggregated to form the final top-$K$ recommendation list. Figs. 9 and 10 show the comparison between different variations of \textit{CORE}_{cos,supp} (i.e., CORE under different cosine and support thresholds, as discussed earlier) and \textit{WRMF}_{\alpha,\beta} (i.e., WRMF under different settings of pre-processing).

Note that, although we run a number of different CORE and WRMF variations, for clarity of visualization in Figs. 9 and 10 we display only the performance “frontiers” both for CORE and WRMF. In other words, we do not display CORE and WRMF variations where the recommendation performance is dominated by some other variations in both dimensions, i.e., \textit{both} in recommendation accuracy and long-tail performance. First, the results verify the effectiveness of the approach proposed by \cite{ParkandTuzhilin2008} for boosting long-tail recommendation of WRMF. Second (and, again, not surprisingly), better long-tail recommendation performance often comes at the expense of recommendation accuracy, which applies for both CORE and long-tail-oriented WRMF and CORE. And, finally and importantly, CORE still provides better performance in terms of both accuracy and long-tail recommendation, as the performance frontier of CORE dominates the one of the long-tail-oriented WRMF.

**Benefits of Hybridization with CORE.** As discussed earlier, CORE provides clear performance advantages on heavier-tailed data (both in long-tail and accuracy performance dimensions). However, on other kinds of datasets, such as \textit{MovieLens}, no method strongly dominates others on both dimensions. For example, as was shown in Figs. 7c and 7f, while CORE still exhibits superior long-tail recommendation performance, it is WRMF that demonstrates best accuracy (although underperforming significantly in terms of long-tail recommendation). In such cases, it is possible to obtain advantages on both dimensions by developing a \textit{hybrid} (or ensemble) recommender system.

As an example, we can hybridize WRMF and CORE in different ways by taking top-$i$ recommended items from CORE and top-$(10 - i)$ recommended items from WRMF and merging them into the final top-10 list. For any given $i \in \{0, 1, \ldots, 10\}$, we denote the resulting hybrid method $H_i$. The two-dimensional performance comparison of original WRMF (i.e., $H_0$), CORE (i.e., $H_{10}$), and all hybrid methods (i.e., $H_1$, $H_2$, $H_9$) is shown in Fig. 11. For example, consider performance of $H_5$. The results indicate that, from a simple hybridization strategy of taking top-5 items from WRMF and top-5 items from CORE, $H_5$ is able to get nearly half of the long-tail performance benefits of CORE (over what original WRMF showed) as well as the vast majority of accuracy benefits of
WRMF (over what original CORE showed). This further highlights the practical applicability and value of CORE in a wide variety of application domains.

![Graph of Performance](image)

Figure 11: Performance of hybrid CORE and WRMF approaches on MovieLens data.

4.5 Scalability Demonstration: CORE for Hashtag Recommendation

In this section, we demonstrate scalability of CORE by applying it on the large-scale application of hashtag recommendation on a social media platform.

Social media platforms like Twitter or Instagram provide opportunities for instant information sharing and diffusion. However, the ease of posting encourages and facilitates rapid content generation, which can lead to information overload for the users. To deal with this issue, some platforms encourage their users to create and cite hashtags, i.e., relevant keywords or phrases (that start with hashtag symbol #) to indicate the themes of their posts. For example, a post with hashtag #SuperBowl can be easily associated with other Super-Bowl-related posts for future search, recommendation, or analysis. With the accumulation of huge numbers of hashtags over time, analyzing data of user-hashtag engagement and providing personalized hashtag recommendations in real time has become an important function of social media platforms, which facilitates discovery of relevant content and encourages further engagement.

To build and evaluate CORE for hashtag recommendation, we collected data on user engagement with different hashtags from Sina Weibo, a Twitter-like platform in China. Specifically, we collected all tweets that were posted by users over a period of one month and extracted all hashtags that were ever used. This resulted in a dataset containing 172,981,649 observations (user-hashtag interactions) from 1,629,504 users on 46,281 different hashtags (with extreme sparsity of 99.77%) and over half
Table 8: Straightforward vs. CP-tree based recommendation efficiency.

<table>
<thead>
<tr>
<th>Size</th>
<th>Total</th>
<th>C0</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1,629,504</td>
<td>477,811</td>
<td>170,369</td>
<td>166,566</td>
<td>112,961</td>
<td>23,539</td>
<td>31,388</td>
<td>28,300</td>
<td>61,494</td>
<td>376,222</td>
<td>180,854</td>
</tr>
<tr>
<td>( T_{\text{CORE}} ) (s)</td>
<td>2,069,134</td>
<td>872,005</td>
<td>183,828</td>
<td>136,917</td>
<td>313,354</td>
<td>74,713</td>
<td>69,430</td>
<td>143,906</td>
<td>79,389</td>
<td>82,016</td>
<td>113,576</td>
</tr>
<tr>
<td>( T_{\text{CORE}^+} ) (s)</td>
<td>21,049</td>
<td>5,439</td>
<td>2,758</td>
<td>3,500</td>
<td>1,219</td>
<td>366</td>
<td>229</td>
<td>143,906</td>
<td>79,389</td>
<td>82,016</td>
<td>113,576</td>
</tr>
<tr>
<td>( T_{\text{CORE}^{++}} ) (s)</td>
<td>2390</td>
<td>590</td>
<td>304</td>
<td>393</td>
<td>124</td>
<td>40</td>
<td>27</td>
<td>103</td>
<td>36</td>
<td>188</td>
<td>5,338</td>
</tr>
<tr>
<td>( T_{\text{CORE}}/T_{\text{CORE}^+} )</td>
<td>98</td>
<td>160</td>
<td>67</td>
<td>39</td>
<td>257</td>
<td>204</td>
<td>303</td>
<td>161</td>
<td>294</td>
<td>79</td>
<td>21</td>
</tr>
<tr>
<td>( T_{\text{CORE}^+/T_{\text{CORE}^{++}}} )</td>
<td>8.8</td>
<td>9.2</td>
<td>9.1</td>
<td>8.9</td>
<td>9.8</td>
<td>9.2</td>
<td>8.4</td>
<td>8.7</td>
<td>7.5</td>
<td>5.5</td>
<td>9.1</td>
</tr>
<tr>
<td>( T_{\text{CORE}^{++}}/T_{\text{CORE}^{++}} )</td>
<td>8.4</td>
<td>8.3</td>
<td>8.9</td>
<td>8.7</td>
<td>8.7</td>
<td>8.4</td>
<td>8.3</td>
<td>9.3</td>
<td>6.8</td>
<td>6.2</td>
<td>8.5</td>
</tr>
</tbody>
</table>

billion tweets posted by those users. For each user, 70% of all the hashtags used were randomly chosen as the training set and the remaining 30% as the test set.

We had two different implementations of CORE for this recommendation task: (i) we applied CORE directly on the entire user population, and (ii) we partitioned the users into several more homogeneous sub-populations and applied CORE separately on each sub-population. The latter approach is a popular practice in large-scale recommender systems that can often result in better recommendations due to the use of data from more relevant user population (i.e., population with similar interests, tastes, and behavior). Clustering of users was done by first applying LDA [Blei et al. 2003], a well-known topic modeling technique, to all tweets to discover a set of different topics users discussed. Each user would then be represented as a probability distribution over discovered topics (i.e., their preferences to different topics). Based on users’ topic preferences, K-means clustering was used to segment users into 10 different clusters, which we denote as C0, C1, . . . , C9. The number of clusters was determined according to a commonly used evaluation procedure, i.e., elbow criterion with the sum-of-squared-errors metric. The size of each cluster (i.e., number of users) is shown in Table 8.

Our experiments showed a substantial accuracy gain of using CORE on partitioned user population. Specifically, applying CORE on the entire user population resulted in precision-in-top-10 of 31.8%, whereas the performance increased to 37.5% in the partitioned population setting. Therefore, we focus our discussion on the latter implementation in the remainder of this section.

We summarize the computational efficiency comparison of the straightforward (CORE), CP-tree-based (CORE+), and parallel CP-tree-based (CORE++) implementations of CORE for hashtag recommendation in Table 8. Specifically, \( T_{\text{CORE}}, T_{\text{CORE}^+}, \) and \( T_{\text{CORE}^{++}} \) denote the total amount of time (in seconds) that was needed to generate recommendations. The table also displays the speedup ratio of using CP-tree (i.e., \( T_{\text{CORE}}/T_{\text{CORE}^+} \)) as an indicator of efficiency gain. While time consumed varies with the cluster size and the number of patterns discovered within each cluster,
CORE+ is nearly 100 times faster on average. More specifically, on average, it takes about 1270ms to generate recommendations for a single user using the straightforward implementation, while it takes only about 13ms using CORE+. Finally, the last two rows of Table 8 demonstrate the additional efficiency gain due to parallelization, by comparing runtimes of CORE+ and CORE++, where CORE++ is implemented as parallel CORE+ with 12 computational nodes. In summary, CORE++ is 8-9 times faster than CORE+, and it takes only about 1.5ms on average for CORE++ to generate recommendations for a single user. Note that, for CORE++, two different load-balanced partitioning (LBP) strategies (as proposed in Section 3.4) were compared, and pattern-based load indicator yielded slightly better speedup than the support-based one. These scalability illustrations further emphasize the practicality and real-time capabilities of CORE.

5 Conclusions

With the increasing adoption and growth of digital content provision, recommender systems have become an indispensable component of various online platforms, as they help users to find relevant products or services from a vast array of choices more efficiently via personalized recommendations. Such systems have been reported to have significant impact on product sales and users’ consumption behaviors. In particular, many traditional recommendation approaches (e.g., collaborative filtering approaches) exhibit substantial popularity bias, i.e., recommendations tend to direct users’ attention largely towards popular products. At the same time, it is widely acknowledged that long-tail recommendations can also be valuable, both for consumers and providers, as they better satisfy heterogeneous consumer needs and can lead to increases in demand, engagement, and loyalty. For certain business models (e.g., for streaming service platforms), recommending more niche content to users could also reduce content licensing costs and, thus, lead to higher provider surplus.

However, due to the highly skewed distribution of consumed items and the fact that user preferences for more idiosyncratic and less popular items are harder to predict, accurate recommendation of long-tail items remains a significant challenge. In this paper, we propose CORE, a cosine-pattern-based technique, for effective long-tail recommendation. The proposed approach has two key components. First, it uses a special type of item co-occurrence patterns, called cosine patterns, that are mined from consumers’ consumption histories and, as discussed in the paper, turn out to be highly advantageous for recommendation purposes, especially for long-tail, niche items. Second, it generates
personalized recommendations by matching each user’s consumption history against the discovered patterns. To ensure scalability of the proposed approach, we design a CP-tree structure for efficient recommendation generation (CORE+) and can further employ a parallel recommendation framework (CORE++) to facilitate real-time recommendation.

In our experimental studies, we observe that cosine patterns indeed demonstrate the advantages of discovering more cohesive relationships among items, including niche items. The proposed cosine-pattern-based approach (CORE) is tested on three public datasets from different application domains, and we compare it to two types of baseline algorithms – pattern-based and collaborative-filtering-based – in terms of accuracy and long-tail recommendation performance. The results show that CORE dominates all baselines in terms of long-tail recommendation, while being highly competitive in terms of recommendation accuracy. In particular, on heavier-tailed datasets, CORE consistently demonstrates accuracy performance that on par with the highest-performing baselines. On other datasets, in addition to its superior long-tail performance, CORE offers straightforward “hybridization” opportunities for combining it with traditional top-accuracy baselines to achieve combined benefits in both accuracy and long-tail performance. Finally, in addition to its high explainability, which is common to most pattern-based recommendation approaches, CORE demonstrates high flexibility, which provides the system designers with the ability to fine-tune the system (i.e., using different thresholds for support and cosine metrics) towards the desired popularity of recommended items, as well as high scalability, which enables to facilitate real-time recommendations for a given user (i.e., in a matter of milliseconds) in large-scale recommendation applications.

This study also provides several directions for future research. One such direction would be to further our understanding regarding the impact of dataset characteristics on the performance of cosine-pattern-based recommendation method. As shown in the paper, skewness in item popularity and consumption has an impact on the cosine patterns that are discovered and, hence, on the performance of the proposed algorithm. Developing a deeper mathematical understanding of the role that specific dataset characteristics play in the cosine-pattern-based recommendation performance would allow to further improve the effectiveness of pattern-based recommendation algorithms. Another promising research direction would be to move beyond pattern-based methods and to use advantages of the cosine metric more directly in the recommendation generation process, e.g., perhaps as part of a rating-prediction or learning-to-rank approach based on supervised machine learning method-
ologies. More specifically, the current approach uses the cosine metric to learn item associations (patterns) first, and then generates recommendations based on patterns. Bypassing the intermediate step of pattern generation and designing more direct methods of using cosine information may lead to additional performance benefits. And, finally, conducting user studies to obtain further insights on users’ interactions with (and acceptance of) cosine-based recommender systems constitutes another interesting direction for future work.
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