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Abstract: From 2003 to 2018, all 50 states and the District of Columbia enacted

breach notification laws (BNLs) mandating that firms suffering data breaches pro-

vide timely notification to affected persons and others about breach incidents and

mitigation responses. BNLs were supposed to decrease data breaches and develop

amarket for data privacywhere firms could strike their preferred balance between

data security quality and cost. We find no systemic evidence for either supposi-

tion. Results from two-way difference-in-difference analyses indicate no decrease

in data breach incident counts or magnitudes after BNLs are enacted. Results also

indicate no longer-term decrease in data misuse after breaches. These non-effects

appear to be precisely estimated nulls that persist for different firms, time-periods,

data-breach types, and BNL types. Apparently inconsistent notification standards

and inadequate information dissemination to the public may explain BNL ineffec-

tiveness. An alternative federal regime may address these shortcomings and let a

national BNL achieve goals state BNLs have apparently failed to meet.

Keywords: data security; breach notification laws; consumer privacy; difference in

differences

JEL Classification: C23; M15; M48; M21; K2

1 Introduction

Consumer data breaches have become regular occurrences affecting some of the

largest US firms. October 2013 saw 153 million consumer records exposed in a hack

at the software publisher Adobe (Guardian 2013); October 2016 saw 412 million

*Corresponding author: Paul M. Vaaler, Law School and Carlson School of Management, University

of Minnesota Twin Cities, Mondale Hall, Room 412, 229 19th Avenue South, Minneapolis, MN, USA,

E-mail: vaal0001@umn.edu. https://orcid.org/0000-0002-3566-6764

Brad Greenwood, School of Business, George Mason University, Fairfax, VA, USA

https://doi.org/10.1515/rle-2023-0038
mailto:vaal0001@umn.edu
https://orcid.org/0000-0002-3566-6764


264 — P. Vaaler and B. Greenwood

user accounts compromised at the online dating firm Adult Friend Finder (Com-

puter World 2016); September 2017 saw the financial information of 147 million

people exposed by a data breach at the credit assessment giant Equifax (Equifax

2019); andApril 2021 sawpersonal information for 533million Facebookusers stolen

(ITech 2021). Data breaches draw fines and enforcement actions from different reg-

ulators such as the US Federal Trade Commission (FTC), but the received wisdom

from the legal community is that these penalties are insufficient to prompt firms

to devote more time and money to assure greater data protection and consumer

privacy (Winn 2009). If true, then the conventional understanding is troubling. As

Becker (1968) noted more than 50 years ago, insufficient incentives for firms to

desist from profitable activities that impose costs on society mean the activities will

continue.

For their part, state legislatures in the US have sought to address data breaches

by passing breach notification laws (BNLs) (Solove and Schwartz 2019). California

passed the first BNL in 2003. As Table 1 shows, the next 15 years saw the other 49

states and the District of Columbia follow California’s lead. As Kosseff (2017) and

others (e.g., Chesney 2021) have noted, these 51 BNLs vary on different coverage

dimensions such as how data breaches are defined, when data breach notification

requirements for firms are triggered,which individuals and organizations thefirms

must then notify, what liabilities firms then have, and what rights and remedies

different individuals have in the wake of a data breach and notification.

But no matter how BNLs differ, they share a basic intuition. By compelling

timely data breach disclosures, BNLs would identify and inform consumers, law

enforcement officials, and other community members about compromised firms.

Consumers and others harmed or potentially harmed by breaches could then take

timely protective action by, for instance, purchasing credit monitoring services

to look out for fraudulent charges. They and their representatives could use firm

disclosures to investigate breach incidents more quickly and hold negligent firms

accountable sooner through, for instance, individual and class action lawsuits for

damages and injunctive relief. Firm disclosures could also let them “vote with their

feet” by taking business to other firms investing more in data security.

By compelling timely notification and imposing costs for untimely notifica-

tion, BNLs could deter firm data breaches in the near term. Over time, BNLs could

also foster development of a “market” for data privacy, where consumers could

learn which firms are better and worse as data stewards. Firms could then posi-

tion themselves in that market based on their own cost-benefit analysis of data

breach likelihoods and prevention. Through these processes, BNLs could curb data

breach numbers and permit firms to strike their ownbalance between data security

quality and cost. BNLs could let state lawmakers meet Becker’s (1968) challenge of

using regulation to set standards and provide information so that individuals could
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make thoughtful choices about which firms to engage with and let markets guide

decisions about appropriate sanctions to deter socially undesirable behavior.

Does the evidence support that intuition? There are few published studies

empirically analyzing the impact of BNLs on data breaches or the misuse of

breached data either locally in individual US states (Kesari 2022a) or nationally

across them (Romanosky, Telang, and Acquisti 2011). This is concerning. Data hack-

ing operations are increasingly sophisticated (Gupta 2018). Markets for stolen con-

sumer identities on the dark web have more participants (Steel 2019). And con-

sumers blithely sharemore personal data online without appreciating professional

andpersonal risks (Acquisti andFong 2020; Acquisti, Brandimarte, andLoewenstein

2020). As costly data breaches increase, so does the need to understandwhether and

when BNLs decrease their number and magnitude.

We respond by asking two research questions: (1) Do BNLs decrease the count

of data breach events? (2) Do they decrease the magnitude of records compromised

in a data breach event? As BNLs differ along various dimensions, our answers to

these two questions also compel investigation about whether certain types of BNLs

decrease data breach counts andmagnitudesmore than others – for example, BNLs

providing consumers with a private right of action to sue firms for legal damages.

As malicious actors may exploit them after the fact, we also investigate whether

BNLs decrease follow-on malicious uses like identity theft and fraud.

We generate evidence to answer the two questions about BNLs and data breach

trends using novel data from the Privacy Rights Clearinghouse (PRC), a California-

based, not-for-profit organization aggregating information on data breaches in

firms since 2005 (Collins 2019; Goel and Shawky 2014; Nieuwesteeg 2017; PRC

2022). PRC data include information on breached firms, locations, and numbers of

records compromised. PRC data also include information on data breach cause –

for example, whether the cause was an error by an employee inside the firm or

by an outside hacker. We use PRC data to estimate change in data breach event

counts and magnitudes by exploiting the phased nature of BNL enactments from

2003 to 2018. Our estimations utilize a two-way fixed effects design featuring so-

called “difference-in-differences” estimations permitting causal inference about the

impact of BNL enactments on data breach event counts and magnitudes in differ-

ent US states from 2005 to 2019. In doing so, we examine various data breach types

such as those caused by an external hacker and various BNL types such as those giv-

ing affected state residents with private rights of action to sue firms for untimely

data breach notification. We use the same two-way fixed effects approach to inves-

tigate the impact of BNLs on follow-on counts and magnitudes of identity theft and

fraud. For these analyses, we use alternative data from the FTC’s Consumer Sentinel

Network Data Book (FTC 2021).



Do US BNLs Reduce Firm Data Breaches? — 269

Our analyses indicate no significant change either in data breach counts or

magnitudes, either generally or for specific BNL types. Consistent with prior work

(Romanosky, Telang, and Acquisti 2011), we do find a significant decrease in iden-

tity theft incident magnitudes during early years of BNL enactments (2005–2010).

Across all 15 years of study (2005–2019), however, we observe no significant change

in counts or magnitudes of identity theft and fraud incidents. Our different BNL

“non-effects” appear to be precisely estimated nulls. Together, they call into ques-

tion the principal regulatory policy of state legislatures seeking to decrease data

breaches and develop a market for data privacy.

These findings are important for academic research, related industry practice,

and public policy. They provide researchers with the first broad-sample statistical

evidence of BNL ineffectiveness derived from the long-term study of data breaches

and follow-on misuse of breached data by malicious actors. They confirm earlier

research skepticism about the efficacy of state-based regulation of data privacy in

firms (Park 2019) and empirically challenge the conclusion that such state-based

regulation decreases related data misuse in the long term.

Our findings also suggest the need for change in data breach standards

and information dissemination. Consistent technological standards defining data

breaches, timely notification, and mitigation would guide firms in adopting

industry-wide practices across the US. Numerous potential solutions exist, ranging

from stronger penalties and liabilities for firms failing to meet timely notification

standards to more accessible information so that the public can better understand

circumstances of firm data breaches and firm attempts tomitigate harm from those

breaches. Market development requires both. To that end, we propose an alterna-

tive US federal BNL regime featuring the creation of an expert body and supporting

staff. This body would set technological standards and publish data in an accessi-

ble format for consumers, public officials, and other stakeholders. This new regime

could spur immediate decrease in data breach counts and magnitudes as well as

longer-term development of the data privacy market state BNLs apparently failed

to develop over 20 years.

2 Background

Brief review of BNLs and related research lays a helpful foundation for our study.

BNLs represent the principal regulatory policy approach US state legislatures took

to curb data breaches in the 2000s and 2010s. Typically, BNLs compel public agen-

cies and private firms to provide timely notification about breaches of personally

identifiable information (PII) to affected state residents such as consumers, data

owners, and or attorneys general (Peters 2014; Solove and Schwartz 2019). Failure
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to comply typically prompts state civil penalties (Faulkner 2007). More egregious

failures to comply might also draw attention, enforcement actions, and penalties

from US federal authorities like the FTC. Table 2 shows that, by 2019, certain US

federal appellate circuits had established a basis for standing and injury-in-fact for

data security-based privacy harm.

Others have analyzed foreign national (e.g., Kemp, Buil-Gil, Mirò-Llinares, and

Lord 2023) and supranational (e.g.,Karyda andMitrou 2016) approaches to data pri-

vacy and security regulation, but our interest is with the US approach. Federal

data privacy and security regulation might best be described as a patchwork of

statutes targeting specific industries or groups and defining specific data security

standards for the same: the Gramm Leach Bliley Act and the Fair and the Accurate

Credit Transactions Act (FACT) cover financial data; the Health Insurance Portabil-

ity and Accountability Act (HIPAA) and the Health Information Technology for Eco-

nomic and Clinical Health (HITECH) Act cover healthcare data; and the Children’s

Online Privacy Protection Act (COPPA) covers data on children under the age of

13 (Faulkner 2007; Rode 2006; Stevens 2012). In 2002, the Sarbanes-Oxley Act (SOX)

overhauled financial reporting and investor protections in publicly listed firms.

Although SOX did not explicitly address data breaches, recent US Securities and

Exchange Commission (SEC) releases (SEC 2018) and guidance (SEC 2020) articulated

new disclosure requirements for material cybersecurity risks and data security

safeguards as part of broader corporate governance oversight mandated by SOX.

Otherwise, regulation governing data breaches has been left to individual

states with BNLs as the principal state response (Peters 2014; Stevens 2012; Wolf

2018). A state-by-state approach has intuitive appeal. It permits experimentation

by state policy-makers and gives firms some choice in data privacy regime (Nee-

dles 2009; Rode 2006). In practice, however, most commentators find the approach

wanting (Joerling 2010; Peters 2014; Stevens 2012). BNLs typically apply to the states

of residents with breached records rather than to states where breached firms are

located. Thus, enactment of a BNL in a large population state like California could

implicate any firm with a national customer base. As discussed by Tom (2010), con-

sumer groups have favored the enactment of a federal BNL setting a single set of

standards, penalties, and information on data breaches. Firms are similarly dis-

posed. State laws impose inconsistent requirements and increasing costs for firms

dealingwith up to 51 different state regulatory regimes (Peters 2014). In this context,

it is not surprising that many legal commentators advocate for federal legislation

pre-empting state BNLs and creating a single federal BNL (Faulkner 2007; Peters

2014; Picanso 2006; Tom 2010).

Most empirical work also reflects skepticism about a state-by-state approach

for addressing data breaches. Much of this work is anecdotal and bereft of rigorous

statistical methods to identify effects. Still, it largely suggests that civil liability in
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Table 2: US circuit court of appeals decisions on standing and injury in fact standards related to data

breaches.

Decision Year Summary Circuit

Attias v. Carefirst, Inc.,

865 F.3d 620 (D.C. Cir.

2017).

2017 Plaintiff consumers have standing under

Article III if sensitive information was stolen

during a data breach. This is especially true if

the stolen data “plausibly” include Social

Security numbers (SSNs) and credit card

numbers (CCNs).

DC circuit

Katz v. Pershing, LLC, 672

F.3d 64 (1st Cir. 2012).

2012 Contrary holding to other circuits. Plaintiffs do

not have standing if they cannot identify

actual harm (injury) rather than the mere

threat of harm in the future.

1st circuit

Rudolph v. Hudsons Bay

Co., No. 18 cv 8472 (PKC)

(S.D.N.Y. 2019).

2019 OverturnsWhalen v Michaels Stores. Plaintiff

identified and particularized loss as a result of

time spent dealing with the data breach and

getting a new CC. This constituted an injury

with Article III standing.

2nd circuit

In Re Horizon Healthcare

Services Inc. Data Breach,

846 F.3d 625 (3d Cir.

2017).

2017 Laptop stolen from healthcare insurer leads to

plaintiff claims under Fair Credit Reporting Act

(FCRA). Unlawful disclosure creates a de facto

injury under FCRA conferring Article III

standing.

3rd circuit

Hutton v. Nat. Bd. of

Examiners in Optometry,

Inc, 892 F.3d 613 (4th

Cir. 2018).

2018 Database hack led to ID theft and fraudulent

CC charges harming plaintiffs. Out-of-pocket

costs resulting from and time lost responding

to data breach constitute injury with Article III

standing.

4th circuit

Galaria v. Nationwide

Mutual Insurance

Company, No. 15–3386

(6th Cir. Sept. 12, 2016).

2016 Hackers breached a computer network and

stole plaintiff’s data, leading to expenses for

plaintiff associated with dealing with the

fallout of this hack. This constitutes an injury

with Article III standing.

6th circuit

Lewert v. PF Chang’s

China Bistro, Inc., 819

F.3d 963 (7th Cir. 2016).

2016 Data breach at a Chinese restaurant. CCNs

and other data were stolen. Increased risk of

fraudulent charges and ID theft constitutes an

injury to plaintiff with Article III standing.

7th circuit

Krottner v. Starbucks

Corp., 628 F.3d 1139 (9th

Cir. 2010).

2010 Theft of a laptop with personal data about

plaintiffs caused anxiety and threat of future

harm. This constitutes an injury with Article III

standing.

9th circuit
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Table 2: (continued)

Decision Year Summary Circuit

Resnick v. AvMed, Inc.,

693 F.3d 1317 (11th Cir.

2012).

2012 Theft of a laptop resulted in identity theft and

fraud causing financial loss to plaintiff. This

constitutes an injury with Article III standing.

11th circuit

Table 2 presents summary information on selected US Circuit Courts of Appeals decisions from 2010

to 2018 defining standing and injury-in-fact standards in data breach cases. Information on these

decisions comes primarily from Solove and Schwartz (2019) updated where appropriate by the

authors. Decisions listed in the references section of this paper are appear alphabetically based on

the first letter of the party in highlighted in bold italicized type.

the wake of BNL enactment neither prevents company negligence nor adequately

compensates victims (Faulkner 2007; Joerling 2010).What statistical work does exist

largely corroborates this assessment of impotence. Goel and Shawky (2014) use an

event study approach to demonstrate that cumulative abnormal share returns to

firms after a data breach are negative, but that these punitive effects diminish over

time. Laube and Böhme (2016) analytically demonstrate that, even under optimistic

assumptions, mandatory reporting requirements in BNLs are unlikely to gener-

ate substantial data breach reductions because optimal audits and sanctions are

difficult to formulate and implement, despite legislative histories indicating that

lawmakers are aggressively trying to do so.

In what may be the only encouraging pieces of published empirical work,

Kesari (2022a) finds that medical identity theft rates, often following data breaches,

significantly decreased in California after the state revised its BNL in 2016, while

Romanosky and colleagues (2011) find that BNLs enacted in several US states sig-

nificantly decreased incidences of general identity theft in the 2000s. Neither study

evaluates BNL impact on data breach instances themselves. Studies in other work-

ing papers also suggest some BNL effect. One such study by Nieuwesteeg (2017)

uses PRC data from 2005 to 2012 analyzed with fixed effects regression to detect

significantly positive BNL effects on notification counts though the overall rate of

notification remains extremely low. Another such study by Kesari (2022b) uses the

FTC Consumer Sentinel Network Data Book from 2000 to 2020 analyzed with a stag-

gered synthetic controls approach to detect a wide range of significantly negative

and positive BNL effects on incidences of identify thefts nationally.

In this context, our study fills important research gaps. We use data of national

scope across two decades analyzed with a difference-in-differences approach to

generate broad sample statistical evidence permitting causal inference about any

significant BNL effects on the count of data breach incidents (counts), the number

of breached records nomatter the counts (magnitudes), and downstreammalicious
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use for identity theft and fraud. Our study fills gaps in previouswork related to data,

time-period, and analytical approach to generate comprehensive evidence about

whether BNLs decrease data breach counts and magnitudes.

3 Empirical Methods

3.1 Data and Sampling

We use data from several sources to generate that evidence. We start with the PRC

data (2022). Founded in 2005, the PRC aggregates information on data breaches for

research andpublic policy-making purposes (Ayyagari 2012; Goel and Shawky 2014).

The PRC grew out of an initiative at the University of California San Diego and the

State of California, from which it still sources much of its data breach informa-

tion. The PRC also collects information from government agencies in other states,

fromUS federal government agencies such as theDepartment of Health andHuman

Services Office for Civil Rights, and from non-governmental organizations and indi-

viduals such as DataBreaches.net. The PRC also collects its own data from media

reports. As of January 2022, PRC data included information on more than 9000

instances of data breaches at firms, government agencies, and other types of orga-

nizations across the US. It is the largest publicly accessible database on firm data

breaches traceable to specific states, thus making it popular for academic research

and related policy analyses on data breaches (see, e.g., Edwards, Hofmeyr, and

Forrest 2016).

In addition to sheer quantity, PRC data quality matters for our study. They

include information on both data breach incidents and the number of records asso-

ciatedwith each incident. This permits analyses of counts andmagnitudes. PRC data

are also categorized several ways, including whether the data breach was caused

by an inside employee handling error or by an outside hacker. This allows us to

analyze heterogeneity in the cause of data breach counts and magnitudes.

PRC data also present challenges for researchers to address. One challenge

relates to time. The PRC data starts in 2005, 2 years after BNL enactment in Cali-

fornia and the same year as BNL enactment in 11 other states.1 Thus, our analyses

may understate the impact of early and potentially quite important BNLs. That said,

the concern does not undermine the basic validity of our analyses across the range

1 We define the “BNL enactment” year as the year the law completed all three stages: legislative

approval, executive approval, and then became effective. In most US states, the year of approvals

and effectiveness is the same. Where they differ, we use the year when a BNL law became effective

as the year of BNL enactment.

http://DataBreaches.net
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of BNL enactments from 2003 to 2018. Empirically, it means that observations from

these states will not help in identification of BNL enactment effects, but they will

still help in identifying broader time trends.

Another challenge relates to attribution of PRC data on breach magnitudes.

Some breach incidents in the PRC datamay attribute all records breached to a firm’s

state of domicile rather than to each state where firm customers are located. Such

misattribution ismore likely for incidents ofmassive data breaches at large publicly

listed companies such as the 2017 Equifax data breach incident (Equifax 2019). Thus,

our analysesmay skewestimates of BNL enactment effects in stateswithmany large

publicly listed companies such as New York. Empirically, it means that we should

compare any general analyses of BNL impact on data breach magnitudes with re-

analyses using sub-samples including only smaller firms. They are more likely to

have greater overlap of state corporate domicile and customer location. The PRC

data permit sub-sampling for these and other robustness analyses.2

A third challenge relates to the concurrence of trends in BNL enactment and

PRC data collection breadth. From 2005 to 2019, 14 states began publicly disclos-

ing information about data breach incidences either when their BNLs were first

enacted (e.g., Massachusetts in 2007) or afterwards (e.g., California in 2012).3 PRC

could collect and report data from these states more easily after their BNL enact-

ments. These concurrent trends create the potential for detection of a spuriously

positive rather than expected negative correlation between BNL enactment and

data breach counts and magnitudes.4

Empirically, it means we should include in all estimated models time (year)

fixed effects. Their inclusion should ameliorate problems of strict increases in

incidents in different years. We should also compare full-sample analyses of BNL

impact on breach counts and magnitudes using sub-samples of PRC data less

likely to come from these state sources. The PRC data let us identify incidents of

2 We defer for themoment description of FTC data used to test whether BNLs decreased incidents

of identity theft and fraud.

3 Fourteen states were publicly disclosing information on data breach incidences sometime from

2005 to 2019: These states (and years of earliest publicly disclosed data breach incidents) include:

California (2012), Delaware (2018), Hawaii (2007), Indiana (2014), Iowa (2011), Maine (2010), Mon-

tana (2018), NewHampshire (2016), New Jersey (2015), North Dakota (2018), Oregon (2015), Vermont

(2016), Washington State (2016), and Wisconsin (2012).

4 Alternatively, and much less likely, increasing data breach reports in the PRC following public

disclosure of breach incident information by a state could correlate precisely with breach incident

reductions due to BNL enactment in that same state. Analyses might then indicate no significant

(net) BNL effects in that state. While possible in concept, this result is highly unlikely in prac-

tice, particularly for states with different years for BNL enactment and public disclosure of data

breach incidences. In any case, inclusion of year fixed effects in all estimated models as well as

the alternative data and sub-sampling strategies described in this section address this potential

problem.
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healthcare-related breaches largely coming from non-state sources such as the US

Department of Health andHuman Services. The PRC data also let us identify general

breach incidents that come from state attorney general offices. Thus, we can com-

pare full-sample analyses of BNL impactwith analyses of BNL impact using (federal)

healthcare and non-state attorney general sub-samples of PRC data. Finally, we

should compare analyses of BNL impact on breach counts and magnitudes using

PRC datawith BNL impact on post-breach incidents of identity theft and fraud using

the FTC’s Consumer Sentinel Network Data Book, another non-state data source.

Our analyses also rely on data about BNLs fromSolove and Schwartz (2019) and

the National Conference of State Legislatures, cross-checked for accuracy through

review of the same data published by the Perkins-Coie law firm (Perkins 2021). Both

sources let us identify BNL enactment (treatment) dates and characteristics such as

triggers for notification and individuals to be notified. These data sources comprise

the empirical foundation for analyses of BNLs and firm data breaches occurring in

the US from 2005 to 2019. These data sources yield a sample of 765 state-year obser-

vations of data breach counts and magnitudes in 51 “states” including the District

of Columbia.

3.2 Variables

3.2.1 Dependent Variables

Wedefine twodependent variables. Thefirst dependent variable is the count of data

breach events occurring in each state j in year t. This allows us to assess changes

in the frequency of data breached after BNL enactment. The second is the number

of records breached in each state j in year t. This allows us to assess changes in the

magnitude of data breached after BNL enactment. This dependent variable can be

nearly zero or in the millions. We take the natural log of this dependent variable,

thus interpreting magnitude effects as elasticities.

3.2.2 Primary Independent Variable

The primary independent variable is a 0–1 indicator term equaling one when a

BNL has been enacted in state j in year t.We take two approaches to defining BNL

enactment. Our first approach defines BNL enactment with the year t when any

type of BNL comes into force in state j. Our second approach defines BNL enact-

ment with the year t when a type of BNL creating a private right of action comes

into force in state j. Our first approach is broad but may not account for a subset

of BNLs using private enforcement to create stronger firm incentives to safeguard

against data breaches. Our second approach narrows BNL enactment criteria but
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may not account for BNLs that, though they create no private right of action, still

create firm incentives to safeguard against data breaches if vigorously enforced by

public officials like state attorneys general. We present most results below using

both approaches.

3.2.3 Controls

We employ a difference-in-differences estimation strategy, so we also include two-

way state (cross-sectional) and year (time-series) fixed effects. Intuitively, state

fixed effects should absorb any time invariant heterogeneity between states – for

example, California having amuch larger population and economy than, say, Rhode

Island. Year fixed effects should absorb any universal trends across states changing

from year to year – for example, an increasing trend in data breaches across states.

3.3 Model Specification, Estimation, and Hypothesis Tests

We estimate effects using the following equation:

Yjt = 𝛽1x1 + 𝜚 j + 𝜏t + 𝜀

𝛽1 captures the key difference in differences, that is, the difference in annual data

breach counts and magnitudes in states following BNL enactment. 𝜚 is a vector of

state fixed effects indexed by j. 𝜏 is a vector of time (year) fixed effects indexed

by t. 𝜀 is the error term. When assessing data breach magnitudes, yjt is the natu-

ral log of the number of records breached in state j in year t. To estimate variation

in that number, we use ordinary least squares (OLS) regression. 𝛽1 is thus inter-

preted here as the elastic change in the number of breached records in “treated”

states when a BNL has been enacted. When assessing data breach counts, yjt is the

number of data breach events in state j in year t. To estimate variation in this num-

ber, we use quasi-maximum likelihood Poisson regression. 𝛽1 is then interpreted

as the marginal change in absolute counts. This estimator avoids complications fol-

lowing from logged OLS and fixed effect negative binomial estimators (Allison and

Waterman 2002; Silva and Tenreyro 2006, 2011). We use Stata Version 16.1 (Stata

2019) for all estimations. No matter the dependent variable measure or estimator,

our assumption that BNL enactment decreases data breach counts and magnitudes

reduces to tests of whether 𝛽1 < 0.

3.4 Other Methodological Issues and Innovations

Four methodological issues merit brief discussion given our approach to analyzing

BNL effects on data breach counts and magnitudes: (1) whether the assumptions of
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difference-in-differences analysis hold; (2) whether specific data breach categories

might be more responsive; (3) whether, given the expectation of a null result, we

can differentiate between the absence of statistical significance and the absence of

any effect; and (4) adjustments for multiple comparisons.

Regarding the first issue about difference-in-differences analysis, the primary

assumption is that the dependent variable for treatment and control groups is

trending in a parallel manner prior to treatment (Angrist and Pischke 2008). The

intuition is simple. If treated states are accelerating in data breaches prior to treat-

ment but untreated states are decelerating in data breaches, then estimation of the

treatment effect would be biased, and the estimated effect would be incorrectly

attributing post-treatment differences to the treatment.

To determinewhether treated and untreated states are trending in this parallel

manner, we use a variant of the event-study method proposed by Autor and col-

leagues (2003) and exemplified in previous research (Burtch, Carnahan, and Green-

wood 2018; Carnahan 2017; Zamoff, Greenwood, and Burtch 2022). We estimate the

effect semi-parametrically by creating 15 0–1 indicators equaling one when data

breach magnitudes or counts for state j in year t are a certain number of years

before or after state j receives treatment in the form of BNL enactment. These

“relative time” indicators let us visualize magnitude and count effects from 4 years

before (Rel Time t−4) to 10 years after (Rel Time t + 10) BNL enactment. Relative

time indicators for years t and t – 1 are omitted to serve as bases for comparison.5

Relative time indicators more than 4 years before treatment (Rel Time t−4) and 10
years after treatment (Rel Time t + 10) are collapsed for interpretability.

Regarding the second issue, data breach category, there are twoways that firms

might approach the question of limiting data breaches. First, firms might be more

concerned about attacks from outside hackers than inside employees making data

handling errors. Such a conclusion is reasonable if firms possess valuable consumer

data those hackers could profitably misuse themselves or sell to others. Second,

many data breaches stem from poor internal practices. That prospect motivates

many firms to institute internal policies intended to prevent unintentional disclo-

sure of protected data – for example, requiring uniform data encryption (Winn

2009).We investigate both possibilities. It is plausible that a change in one is not vis-

ible with unaddressed data poisoning the pool. Taking this approach further allows

us to avoid the “file-drawer” problem, wherein researchers gravitate towards sig-

nificant and publishable results rather than insignificant ones often failing to reach

5 We omit two periods rather than one from relative time estimations to account for

co-movements between relative time indicators and absolute time dummies eliminating an addi-

tional degree of freedom from these estimations.
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the public through publication (Dynes and Holbein 2020; Franco, Malhotra, and

Simonovits 2014; Goldfarb and King 2015).

Regarding the third issue about differentiating insignificant results from pre-

cisely estimated null effects, we turn to research analyzing differentiation in

economics, political science, business, medicine, and law (Ahammer, Halla, and

Schneeweis 2020; Dynes and Holbein 2020; McNamara, Vaaler, and Devers 2003;

Walker andNowacki 2011). Traditional hypothesis testing relies on rejecting the null

hypothesis that two terms are not statistically different. Such testing typically pro-

vides an estimate of difference between two groups and the statistically derived

confidence in that difference. This approach becomes problematic when making

comparisons failing to reject the null. This situation often arises in underpowered

empirical studies (Gelman and Carlin 2014). FollowingDynes andHolbein (2020), we

address this third issue following research on statistical sub-significance. In addi-

tion to conventional interpretation of estimated coefficients, we set 36 percent of

a standard deviation as a threshold for what constitutes a meaningful difference

from zero (Hartman and Hidalgo 2018; McCaskey and Rainey 2015).

The fourth issue addresses corrections to the standard 95 percent confidence

interval when analyses include multiple dependent variables. Again, this relates to

the file-drawer issue (Franco, Malhotra, and Simonovits 2014). Increasing the num-

ber of treatments also increases the likelihood of finding some significant correla-

tion purely by chance. That said, we choose not to employ a correction in what fol-

lows given our expectation of a null result. A confidence interval correction would

widen intervals, thus making it more difficult to observe any significance. But our

goal is to make it more difficult not to observe significance, thus our non-correction

strategy.

4 Results

4.1 OLS and Poisson Regression Results for Data Breaches

We start with Table 3 OLS and Poisson regression results addressing research ques-

tions about whether BNLs reduce data breach counts or magnitudes. They indicate

no systemic correlation between BNL enactment and change in either data breach

magnitudes or counts. Columns 1 and 2 report results regarding data breach mag-

nitudes. Neither enactment of any BNL (Column 1) nor enactment of a BNL with a

private right of action (PROA) (Column 2) significantly influences the log number

of records breached. Convention also indicates that the effects are a precisely esti-

mated null. The p-values are p= 0.834 (Column 1) and p= 0.456 (Column 2) respec-

tively. The standard deviation of the log number of records breached is 4.83, 36
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Table 3: Effect of BNLs on data breach counts and magnitudes.

Dependent variable (1) (2) (3) (4)

Estimator ln(Records) ln(Records) numEvents numEvents

Treatment Log-OLS Log-OLS Poisson Poisson

Any BNL BNL w/Private Right Any BNL BNL w/PROA

of Action (PROA)

Any BNL enacted 0.147 −0.0394
(0.699) (0.117)

BNL w/PROA enacted 0.727 0.116

(0.968) (0.341)

State fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Observations 765 765 765 765

R-squared 0.543 0.544

Number of groups 51 51 51 51

Table 3 presents coefficient estimates, standard errors (in parentheses) and asterisked (∗) indicators

of statistical significance for four panel difference-in-difference regression estimations assessing the

impact of BNL enactments on annual data breach counts and magnitudes. We use breach data from

the PRC (2022) for these estimations. The dependent variable in Columns 1–2 is the natural log of

records breached in state j during year t. The dependent variable in Columns 3–4 is the count of data

breach incidents (no matter the number of records breached) in state i during year t. The key

independent variable in Columns 1 and 3 is a 0–1 indicator term equaling one when state i in year t

has enacted any type of BNL. The key independent variable in Columns 2 and 4 is a 0–1 indicator term

equaling one when state i in year t has enacted a BNL permitting private rights of action. Though not

presented in Table 3, all estimations also include state and year fixed effects, that is, 0–1 indicator

terms for 50 of 51 states and the District of Columbia as well as 14 of 15 years (2005–2019) studied.

These results are available from the authors. All estimations use robust standard errors clustered on

states. Levels of statistical significance for coefficient estimates are defined by the number of

asterisks: ∗∗∗ = p< 0.01 (significant at the 1 percent level); ∗∗ = p< 0.05 (significant at the 5 percent

level); and ∗ = p< 0.10 (significant at the 10 percent level). The absence of asterisks on coefficient

estimates means that they are not different from zero at commonly accepted levels of statistical

significance. This table suggests that BNLs generally and BNLs with private rights of action

significantly decrease neither data breach counts nor magnitudes.

percent of which is 1.74. Both point estimates thus fit well within what Hartman

and Hidalgo (2018) argue constitutes a meaningful difference from zero. Moreover,

the estimated effects are positive (not negative), contrary to the intended effect of

BNLs.

Columns 3 and 4 of Table 3 report results regarding data breach counts. There,

we again see no change after Poisson regression estimation, whether BNL enact-

ment is broadly (Column 3) ormore narrowly (Column4) defined. These coefficients
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again constitute precisely estimated nulls. The p-values are p = 0.736 (Column 3)

and p = 0.735 (Column 4), nowhere near conventional thresholds of statistical sig-

nificance or a third of a standard error from zero. An equivalence test using the

Hartman and Hidalgo (2018) approach further passes muster – the threshold being

6.75 or 36 percent of 18.75. Results reported in Table 3 generally indicate no signifi-

cant relationship between BNL enactment and change in either data breach counts

or magnitudes.

Turning next to the event study results in Table 4, we observe neither sig-

nificant and systemic pre-treatment, nor significant and systemic post treatment,

effects. This is striking. In the pre-treatment measurements – for example, effects 4

years prior to treatment (Rel Time t−4) – there is no systematic trend up or down.
This suggests that the parallel pre-treatment trends assumption of the difference-

in-differences analysis is not demonstrably violated (Angrist and Pischke 2008;

Autor 2003). Post-treatment estimations are also devoid of significance at generally

accepted levels. Perhaps most striking is that, of the 57 estimated coefficients esti-

mated, only one is significant – Rel Time t−4 in Column 3. This is less thanwould be
predicted by a random draw – 1 in 20 at p< 0.05. An equivalency test at the 36 per-

cent level passes for all estimations. Not a single coefficient crosses the threshold.

In fact, not a single estimate crosses 10 percent of the Hartman and Hidalgo (2018)

levels. Again, these results offer no empirical support for the assumption that BNLs

reduce data breach counts or magnitudes.

Table 5 presents results from OLS and Poisson regression analyses of BNL

enactment effects on data breach counts andmagnitudes related to external causes

such as hacks and internal causes such as employee errors. Here, the intuition

is that effects might be concentrated in a single type of data breach of greater

concern to firms. Once again, we observe no significant effects across the estima-

tions. Most of the coefficients are positive. All equivalency tests at 36 percent easily

pass. Again, these results offer no empirical support for the assumption that BNLs

reduce data breach counts or magnitudes. Instead, they appear to have nomaterial

effect.

4.2 Difference-in-Differences Diagnostic Analyses

One concern with multi-site, phased difference-in-differences analysis is the poten-

tial for inverse weighting issues. In short, the estimation of the treatment is the

sum of weighted comparisons of treated and untreated observations based on

when treatment occurs. Each treatment cohort has its own weight on the estimate

and derived coefficients may be biased in a base difference-in-differences analysis.

Baker, Larcker, andWang 2022; Callaway and Sant’Anna 2021; Goodman-Bacon 2021

elaborate on these basic points.
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Table 4: Effect of BNLs on data breach counts and magnitudes in relative time.

Dependent Variable (1) (2) (3) (4)

Estimator ln(Records) numEvents ln(Records) numEvents

Treatment Log-OLS Poisson Log-OLS Poisson

Any BNL Any BNL BNL w/PROA BNL w/PROA

Rel Time t−4+ −0.770 −0.152
(0.918) (0.226)

Rel Time t−4 −1.392 −0.081 −5.867∗∗∗
(1.324) (0.188) (1.644)

Rel Time t−3 −0.196 −0.229 −1.196 −0.864
(1.236) (0.161) (2.874) (0.450)

Rel Time t−2 −0.892 0.011 −0.697 −0.345
(0.734) (0.102) (1.320) (0.249)

Omitted periods to avoid dummy variable trap

Rel Time t + 1 0.236 0.120 −0.367 −0.116
(0.618) (0.137) (1.133) (0.194)

Rel Time t + 2 0.097 0.000 0.695 −0.114
(0.751) (0.139) (0.957) (0.164)

Rel Time t + 3 −0.567 −0.118 −1.104 −0.220
(0.759) (0.145) (1.068) (0.177)

Rel Time t + 4 0.440 −0.010 −0.044 −0.015
(0.833) (0.168) (1.013) (0.198)

Rel Time t + 5 −0.962 −0.057 −0.933 −0.125
(0.835) (0.220) (0.887) (0.211)

Rel Time t + 6 0.058 0.166 −0.627 0.384

(1.011) (0.356) (1.105) (0.522)

Rel Time t + 7 −0.012 0.011 0.617 0.017

(1.118) (0.225) (1.218) (0.207)

Rel Time t + 8 −0.504 −0.085 −1.581 −0.081
(1.257) (0.257) (1.183) (0.161)

Rel Time t + 9 1.565 −0.125 0.949 −0.062
(1.295) (0.278) (1.293) (0.143)

Rel Time t + 10 0.381 0.082 0.032 0.160

(1.389) (0.291) (1.472) (0.249)

Rel Time t + 10+ −0.164 0.169 −1.258 0.246

(1.549) (0.319) (0.979) (0.260)

State fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes
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Table 4: (continued)

Dependent Variable (1) (2) (3) (4)

Estimator ln(Records) numEvents ln(Records) numEvents

Treatment Log-OLS Poisson Log-OLS Poisson

Any BNL Any BNL BNL w/PROA BNL w/PROA

Observations 765 765 765 763

R-squared 0.555 0.554

Table 4 presents coefficient estimates, standard errors (in parentheses) and asterisked (∗) indicators

of statistical significance for four semi-parametric panel regression estimations assessing pre- and

post-BNL enactment trends in annual data breach counts and magnitudes. We use breach data from

the PRC (2022) for these estimations. The dependent variable in Columns 1 and 3 is the natural log of

records breached in state j during year t. The dependent variable in Columns 2 and 4 is the count of

data breach incidents (no matter the number of records breached) in state i during year t. The key

independent variable in Columns 1–2 is a 0–1 indicator term equaling one for state i in successive

years prior to (e.g., t−3) and after (e.g., t + 3) enactment of any type of BNL in year t = 0. The key

independent variable in Columns 3–4 is a 0–1 indicator term equaling one for state i in successive

years prior to and after enactment of a BNL permitting a private right of action in year t = 0. Though

not presented in Table 4, all estimations also include state and year fixed effects, that is, 0–1 indicator

terms for 50 of 51 states and the District of Columbia as well as 14 of 15 years (2005–2019) studied.

These results are available from the authors. All panel estimations use robust standard errors

clustered on states. Levels of statistical significance for coefficient estimates are defined by the

number of asterisks: ∗∗∗ = p< 0.01 (significant at the 1 percent level); ∗∗ = p< 0.05 (significant at

the 5 percent level); and ∗ = p< 0.10 (significant at the 10 percent level). The absence of asterisks on

coefficient estimates means that they are not different from zero at commonly accepted levels of

statistical significance. This table suggests that there are no persistently significant data breach

magnitude or count trends linked to the run-up to or aftermath of BNL enactment.

Consistent with these studies, we implement two diagnostic analyses. First,

a Goodman-Bacon (2021) decomposition analysis assesses weightings associated

with each individual treatment. Results are in Table 6 and displayed graphically in

Figure 1A and B. As can be seen, while there is heterogeneity in the effect across the

different comparison groups, no inverse weighting problem emerges. This bolsters

the case that the estimated effects are not significantly biased due to the phased

treatment. We exclusively model the linear estimations as no Poisson equivalent to

the decomposition exists.

Second, we replicate the linear estimations using the group-time average treat-

ment effects estimator created by Callaway and Sant’Anna (2021). As with the

decomposition, no Poisson version of this tool exists. The purpose of this estima-

tor is two-fold. First, it recovers the properly weighted difference in differences.

Second, it assists in diagnosing the parallel trends assumption. Graphical results of

the estimation are presented in Figure 2A and B. As can be seen in both figures,
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Table 6: Results from Goodman-Bacon (2021) decomposition analysis.

T = Treatment

C = Control

Any BNL Weight DD avg

Earlier T versus later C 0.148 −1.519
Later T versus earlier C 0.474 0.589

T versus already treated 0.378 0.244

BNL w/PROA

Earlier T versus later C 0.009 −1.519
Later T versus earlier C 0.072 0.699

T versus never treated 0.825 0.665

T versus already treated 0.094 1.522

Table 6 presents average weights and panel difference-in-difference regression (DD) trend estimates

for different comparison groups comprising overall DD linear trends in data breach magnitudes. We

use breach data from the PRC (2022) for these estimations. This table suggests no weighting issues

biasing panel difference-in-difference regression estimates presented in previous tables.

there is little in the way of pre-treatment trend. Further, there is no demonstrable

dip in the number of records breached after BNL enactment.

4.3 Equivalency Tests

One concern with traditional econometric approaches to questions like the ones

proposed is that hypothesis testing hinges on the rejection of values not equaling

zero. Failing to reject the null is not traditionally interpreted as there being zero

effect. Hence the adage: The absence of evidence is not evidence of absence. In this

context, we seek analyses establishing the similarity of two items. One such anal-

ysis used in medical research is equivalency testing (Walker and Nowacki 2011).

Intuitively, the idea is to determine if the confidence intervals of two treatments

overlap. If they do, or the confidence intervals are not different from a randomly

generated estimate, then treatments are deemed to have similar efficacy. Such an

approach is appealing here because it allows us to examine whether the treatment

effect is outside the bounds of a randomly generated pseudo effect.

To examine if the effects are demonstrably similar to an effect generated at

random, we replicate the estimations reported in Table 3. However, instead of using

the actual treatment, we randomize the treatment based on an identical portion of

the sample. Using this randomization,we then estimate the pseudo effect, that is, the

effect that might appear purely by chance. This process is executed 1000 times for

each estimationwith the coefficient stored each time. Using these pseudo-estimates,
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Figure 1: Figure 1A and B plots observations in the comparison groups used to arrive at these weight

and DD trend estimates consistent with a Goodman-Bacon (2021) decomposition analysis. The overall

two-way fixed effects estimates, 0.3 in Figure 1A and B, equal the average of the y-axis values

weighted by their x-axis value. The lighter exes (x) represent terms where the comparison group is

states enacting BNLs earlier (2005–2006) versus a control group of states not having enacted BNLs in

later years (2007–2018). The darker exes (x) represent terms where the comparison group is state

enacting BNLs later (2007–2018) versus a control group of states not having enacted BNLs in earlier

years (2005–2006). The open circles (◦) represent terms where the comparison group is states in the

initial year of BNL enactment versus states already having enacted BNLs. Figure 1A plots terms for

these comparison groups and overall DD trend line for any BNL. Figure 1B does the same for BNLs

permitting a private right of action. Figure 1B also plots terms for a fourth comparison group unique

to this sub-sample: states that enacted BNLs with a private right of action versus states that never

enacted such a BNL. These figures suggest no weighting issues biasing panel difference-in-difference

regression estimates presented in previous tables.

we then conduct a mean-equivalence t-test. The appeal of this approach is that we

can directly observe if the treatment is superior or inferior to a random draw.

Results are reported in Table 7. In Column 1, the test rejects the assertion that

the randomly generated pseudo coefficient is either larger (Pr(T > t1)) or smaller

(Pr(T > t2)) than the actual coefficient. The same is true for Columns 2 and 4, once

again underscoring the precisely estimated nature of the null effects. Results in Col-

umn 3 are less clear. On the one hand, they indicate that the random effect is not

larger than the estimated effect. On other hand, they also indicate that a random

coefficient is smaller than the estimated effect. Indeed, the estimated effect is more

than two standard deviations larger than the randomly generated pseudo effect.

This difference indicates that the estimated data breach count is not falling after

BNL enactment.
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Figure 2: Figure 2A is agraphical representation of Callaway and Sant’Anna (2021)

difference-in-difference estimation for any BNL. Figure 2B is a graphical representation of Callaway

and Sant’Anna (2021) difference-in-difference estimation for BNLs permitting a private right of action.

w/PROA). Figure 2A and B both depict weighted pre- and post-treatment trend estimates derived

from panel linear difference-in-difference regression estimation (magnitudes) in Table 3 with five

percent (p< 0.05) confidence intervals for the log of records breached annually in states j over 19

years pre- and post-enactment of any BNL (Figure 2A) and over 17 years pre- and post-enactment of

BNLs permitting a private right of action (Figure 2B). Estimates with confidence interval lines crossing

the zero line are not significantly different from zero at the five percent level. We use breach data

from the PRC (2022) for these estimations. These figures suggest no persistently significant pre- or

post-BNL enactment trends affecting data breach magnitudes.

4.4 OLS and Poisson Regression Results for Alternative PRC

Data Sources

Recall our earlier discussion of PRC data limitations tied to the concurrence of BNL

enactments and increasing PRC breadth of data sources as certain states begin

publicly disclosing information about breach incidents. Again, inclusion of year

fixed effects in our model should ameliorate problems of strict increase in inci-

dences in a given year. We should also compare full-sample analyses of BNL impact

with analyses of BNL impact using healthcare and non-state attorney general sub-

samples of PRC data.6 We do so, and report results in Table 8. Columns 1–4 report

results for healthcare-related data breach incidents. Columns 5–8 do the same for

6 For incident type and source, we also consulted PHIPrivacy.net (DataBreaches.net 2021), a pri-

vate breach data aggregator operating since the late 2000s.

http://PHIPrivacy.net
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Table 7: Equivalency tests of actual versus randomly generated pseudo coefficient estimates.

Dependent variable (1) (2) (3) (4)

Estimator ln(Records) numEvents ln(Records) numEvents

Treatment Log-OLS Poisson Log-OLS Poisson

Any BNL Any BNL BNL w/PROA BNL w/PROA

Estimated effect 0.147 −0.039 0.727 0.116

Randomly generated effect −0.005 −0.107 0.001 −0.002
Standard deviation 0.342 0.277 0.076 0.067

PR(T > T1) – superior 0.000 0.000 0.000 0.000

Pr(T > t2) – inferior 0.000 0.000 0.997 0.000

Table 7 presents results from equivalency tests using coefficient estimates derived from panel

difference-in-difference regression estimations reported above in Table 3. We use breach data from

the PRC (2022) for these estimations. In the row labeled “Estimated Effect,” we present actual

coefficient estimates from Table 3 panel difference-in-difference regressions assessing the impact of

BNL enactments on annual data breach counts and magnitudes. This table also presents in the row

labeled “Randomly Generated Effect” pseudo coefficient estimates generated randomly from

repeated panel difference-in-difference regression estimations using the same sample. These two

coefficient estimates are then compared to test whether randomly generated pseudo coefficient

estimates are significantly larger (Pr(T > t1) or smaller (Pr(T > t2) than their actual counterparts at

commonly accepted levels of statistical significance, that is, at least p< 0.10 (10 percent significance).

Randomly generated pseudo coefficients in Columns 1–2 and 4 are neither significantly larger nor

smaller than their actual counterparts. The randomly generated pseudo coefficient in Column 3 is not

significantly larger but is significantly smaller than its actual counterpart. This table suggests that the

actual impact of BNL enactment with a private right of action on data breach counts is larger (not

smaller) than what might be observed by chance.

non-healthcare-related data breach incidents. Columns 9–12 do the same for data

breach incidents not sourced from state attorney general offices.

Results across columns of Table 8 are consistent. There are no significant

changes in data breach counts ormagnitudes in these sub-samples compared to the

full-sample results reported earlier. After implementing these empirical safeguards,

we observe no demonstrable change in BNL (non-) effects. None of the 12 estimated

coefficients for BNL effects approaches commonly accepted levels of statistical sig-

nificance. All 12 are well within the Hartman and Hidalgo (2018) 36 percent thresh-

old. Even the omission of results in Column 4 makes this point. There were too few

healthcare-related breach incidents to estimate BNL effects for states with BNLs

giving individuals a private right of action. These results suggest that increasing

breadth in PRC data sources from 2005 to 2018 is quite unlikely to be biasing our

core results. More broadly, results in Tables 3–8 and Figures 1 and 2 indicate the fol-

lowing: (1) BNL enactment does not significantly decrease data breaches whether
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measured as counts or magnitudes and whether caused internally or externally;

and (2) BNL null effects are generally estimated with precision.

4.5 OLS and Poisson Regression Results for Identity Theft

and Fraud

These core findings are consistent with the position that BNLs have neither curbed

data breaches nor developed a market for data privacy where firms can choose

deterrence levels and consumers can observe and respond to those choices. This

is distressing as BNLs are the primary tool state legislators have put forward to

curb data breaches and legislative histories explicitly belabor the need to resolve

this growing problem. Yet, critics might respond that BNLs have a more limited

aim. They are supposed to deter related data misuse due to, say, identity theft or

fraud. Data breaches are not themselves problematic. It is the combination of data

breaches and then misuse of breached data by malicious actors. Thus, the motiva-

tion for BNLs is data crime rather than data breach decrease. And timely notice of

data breaches is related to whether consumers can take timely reparative actions

to avoid victimization by malicious actors. For example, timely notice of breaches

in their credit card data would give the credit card holders opportunities to cancel

credit cards and freeze credit reports before misuse by malicious actors.

Evidence from prior published studies at state (Kesari 2022a) and national lev-

els (Romanosky, Telang, and Acquisti 2011) suggests that BNLs may decrease inci-

dences of identity theft. The one published national study is based on data from

the 2000s when, as Table 1 indicates, the wave of BNL enactments was still build-

ing. We can re-evaluate this evidence after BNL enactments across all states. We

can also evaluate this evidence after the substantial evolution of identity theft and

fraud practices in the 2010s (Gupta 2018; Irshad and Soomro 2018; Steel 2019). That

decade saw larger and more sophisticated instances of identity theft and fraud

(Gupta 2018). It also saw the development of markets for trading stolen identities

through so-called dark web locations such as the Tor network (Steel 2019). Finally,

it saw the rise of social media creating new public points where data might fall into

the hands of malicious actors (Irshad and Soomro 2018). In this context, we should

understand whether the initially suppressive effect of BNLs enacted in the 2000s

had longer-term effects.

To do so, we draw on data from the FTC’s Consumer Sentinel Network Data

Book (FTC 2021) (FTC data). Used widely in prior work (Anderson 2019; Raval 2020;

Romanosky, Telang, and Acquisti 2011), the FTC data provide information on inci-

dents of identity theft and fraud in each state. Consistent with our prior approach,

we collect information on these incidences for all states from 2005 to 2019. Unlike

data from the PRC, we have no information on the underlying cause of such data
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misuse. We simply know that a theft or claim of fraud was reported in a given

state and year. We therefore estimate the effect using the log of files misused using

OLS regression and the count of misuse incidences, no matter the number of files

involved, using Poisson regression. These two dependent variable measures paral-

lel the data breach count and magnitude measures.

We first replicate priorwork by Romanosky and colleagues (2011) documenting

that BNLs enacted from 2005 to 2010 decreased incidents of identity theft. Replica-

tion study results are reported in Table 9. OLS regression of logged identity fraud

magnitudes following BNL enactment during the same time-period yields the same

negative sign (−0.0514) significant at the five percent level (p< 0.05). These results

suggest a concordance of data andmethods, thus increasing confidence in follow-on

study of longer-run effects reported in Tables 10 and 11.

Table 9: Replication of Romanosky and Colleagues (2011) restricting FTC data to 2005–2010.

Dependent variable (1)

Estimator ln(ID theft)

Sample Log-OLS

Treatment 2005–2010

Any BNL

Any BNL enacted −0.0524∗∗
(0.0209)

State fixed effects Yes

Year fixed effects Yes

Observations 306

R-squared 0.997

Number of groups 51

Table 9 presents a coefficient estimate, standard error (in parentheses) and an asterisked (∗) indicator

of statistical significance for a panel difference-in-difference linear regression estimation assessing

the impact of BNL enactments on annual identity theft magnitudes. We use data from the FTC’s

Consumer Sentinel Network Data Book (FTC 2021) for this estimation. The dependent variable in

Column 1 is the natural log of identity thefts reported to the FTC from state j during year t. The key

independent variable in Column 1 is a 0–1 indicator term equaling one when state i in year t has

enacted any type of BNL. Though not presented in Table 9, this estimation also includes state and

year fixed effects, that is, 0–1 indicator terms for 50 of 51 states and the District of Columbia as well as

5 of 6 years (2005–2010) studied. These results are available from the authors. This estimation uses

robust standard errors clustered on states. The level of statistical significance for the coefficient

estimate is defined by the number of asterisks: ∗∗∗ = p< 0.01 (significant at the 1 percent level);
∗∗ = p< 0.05 (significant at the 5 percent level); and ∗ = p< 0.10 (significant at the 10 percent level).

This table suggests that we are using substantially similar data and replicating substantially similar

significant negative effects on identity theft magnitudes after BNL enactment as reported in

Romanosky, Telang, and Acquisti (2011).
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Table 10 reports results from OLS and Poisson regression of identity theft and

fraud incident counts and magnitudes following BNL enactment from 2005 to 2019.

Results indicate no significant negative BNL enactment effects. Indeed, we observe

in Column 4 a positive (not negative) effect of BNL enactment coefficient (0.174) sig-

nificant at the 10 percent level (p < 0.10). The count of fraud incidents in a state

increased after enactment of a BNL. Comparison of the estimated coefficients to

the Hartman and Hidalgo (2018) thresholds also suggest precisely estimated nulls

except in the case of the Column 4 coefficient. Excepting the Column 4 coefficient,

p-values for others are nowhere near conventional thresholds of significance (aver-

aging at p = 0.4551).

Table 11 reports on pre-treatment and post-treatment trends.We observe some

initial declines (Column 3) in the number of thefts when the effect is estimated

semi-parametrically, but these effects do not appear to persist in the long term.

Moreover, there do not appear to be any persistent pre-treatment trends across the

estimations, suggesting no substantial violation of the parallel trends assumption.

Figure 3: Figure 3A is graphical output of Callaway and Sant’Anna (2021) difference-in-difference

estimation for any BNL. Figure 3B is graphical output of Callaway and Sant’Anna (2021)

difference-in-difference estimation for BNLs permitting a private right of action. Figure 3A and B both

depict weighted pre- and post-treatment trend estimates derived from panel linear

difference-in-difference regression estimation (magnitudes) in Table 10, Column 1 (Figure 3A) and

Column 5 (Figure 3B) with five percent (p< 0.05) confidence intervals for the log of annual identity

thefts reported to the FTC from states i over 19 years pre- and post-enactment of any BNL (Figure 3A)

and over 17 years pre- and post-enactment of BNLs permitting a private right of action (Figure 3B).

Estimates with confidence interval lines crossing the zero line are not significantly different from zero

at the five percent level. We use breach data from the PRC (2022) for these estimations. These figures

suggest no persistently significant pre- or post-BNL enactment trends affecting identity thefts.
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We replicate the effect over time for identity theft magnitudes using the Callaway

and Sant’Anna (2021) approach. Results in Figure 3A andB corroborate both the lack

of persistent significant effect and the absence of significant pre-treatment trends.

Finally, we note that none of the estimated coefficients – even those that are sig-

nificant at commonly-accepted levels – cross the effect size threshold suggested by

Hartman and Hidalgo (2018). Taken together, these results indicate that BNLs have

done little in the longer term to reduce data misuse.

4.6 Evaluating Alternative Explanations

While the above analyses constitute a broad basis for concluding that BNLs have

had no meaningful effect on either data breaches or the follow-on misuse of

breached data, our evidence is vulnerable to various rebuttals. Here are four: (1)

BNLs may have had temporary early deterrence effects in the same way they had

on incidences of identity theft; (2) BNLs may be effective in deterring data breaches

in smaller firmsoperating across fewer, if any, state lines and less able to insulate top

managers from liabilities imposed by BNLs; (3) BNLsmay be effective in decreasing

data breaches in firms when enacted with other state data security laws; and (4)

BNLs with certain characteristics other than private rights of action may be effec-

tive in decreasing data breaches. We briefly discuss and then investigate evidence

related to each.

4.6.1 Early BNL Effects

As with identity theft, it may be that early BNL enactments decreased data breach

counts and magnitudes, but later BNL enactments were meaningless as firms had

already conformed to earlier BNL enactments, including the initial BNL enactment

in California in 2003. While we see no evidence of this trend in our relative time

estimations, it may still be observable across time in panel difference-in-differences

regression estimations.

Along these lines, Table 12 replicates our OLS and Poisson estimations using

two data sub-samples. The first is 2005–2015 (Columns 1–4), the second is 2005–2010

(Columns 5–8). The intuition behind this sub-sampling strategy is straightforward.

By shaving years off the end of the sample we are better able to capture effects

from earlier BNL enactments. Results across all columns of Table 12 indicate no sig-

nificant decrease in data breach counts or magnitudes following BNL enactment.

Though not reported here, we also find no pre-treatment trends.7 This absence of

7 These results are available from the authors.
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an effect is especially interesting given previous evidence that follow-on incidents

of identity theft did decrease temporarily after enactment of BNLs in early mov-

ing states. Taken together, these results suggest that early BNL enactments did not

deter firms from data breaches even if they did temporarily deter data misuse by

malicious actors after those breaches.

4.6.2 Smaller Firm BNL Effects

Another possibility is that successive BNL enactments decrease data breaches only

in smaller firms operating in one or a few states rather than in larger firms oper-

ating nationally. Larger firms typically have broader geographic operational scope.

Social media giants like Google or manufacturing firms like 3M have customers in

all 50 states. BNL enactment in any state will implicate their customers. In contrast,

a smaller firm operating in one or only a few states may have customers and data

records only in those states. Until BNLs are enacted there, incentives to reduce data

breaches may be insufficient.8

We investigate this empirically by creating a sub-sample of firms that are not

part of the S&P 500, the 500 largest companies listed on public exchanges in the

US. Our assumption is that these firms are smaller and more likely to be operating

in only one or a few surrounding states. Thus, they are less likely to respond to

early BNL enactment in any state and more likely to respond only when BNLs are

enacted in their state of domicile or in surrounding ones.We then replicate our OLS

and Poisson estimations. Results in Table 13 again indicate no significant decrease

in data breach counts or magnitudes. Though not reported here, we also find no

pre-treatment trends.9 This evidence suggests that smaller firms are no more likely

to deter data breaches following BNL enactment than larger firms.10

8 A related justification for re-estimating with smaller firms may relate to incentives and insur-

ance. Baker and Griffith (2007) opine that senior executives and board members may be slow to

address legal miscues in their firms if they are insulated from those miscues by often overly gen-

erous levels of coverage in their Directors & Officers (D&O) insurance policies. Larger firms may

have higher D&O policy limits and enjoy great bargaining power to cajole or coerce coverage in the

event of a data breach, thus lessening incentives to decrease data breaches after BNL enactments.

On the other hand, larger firms are more likely to have brand name capital at stake, be publicly

traded, and have in place different governancemechanisms to punish senior executives and board

members for BNL violations.

9 These results are available from the authors.

10 This evidence is also responsive to earlier discussion of PRC data and their potential for misat-

tribution large data breach magnitudes. Consistent BNL (non-) effects on data breach magnitudes

for smaller firms suggests that anymisattribution of data breachmagnitudes in the PRC data is not

biasing our core results.
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Table 13: Effect of BNLs on data breach counts and magnitudes for non-S&P 500 firms.

Dependent variable (1) (2) (3) (4)

Estimator ln(Records) ln(Records) numEvents numEvents

Treatment Log-OLS Log-OLS Poisson Poisson

Any BNL BNL w/PROA Any BNL BNL w/PROA

Any BNL enacted 0.067 −0.052
(0.702) (0.114)

BNL w/PROA enacted 0.678 0.104

(0.939) (0.340)

State fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Observations 765 765 765 765

R-squared 0.535 0.535

Table 13 presents coefficient estimates, standard errors (in parentheses) and asterisked (∗) indicators

of statistical significance for four panel difference-in-difference regression estimations assessing the

impact of BNL enactments on annual data breach counts and magnitudes. We use a sub-sample of

breach data from the PRC (2022) for these estimations. We exclude any observations involving firms

ever listed in the S&P 500. The dependent variable in Columns 1–2 is the natural log of records

breached in state j during year t. The dependent variable in Columns 3–4 is the count of data breach

incidents (no matter the number of records breached) in state j during year t. The key independent

variable in Columns 1 and 3 is a 0–1 indicator term equaling one when state j in year t has enacted

any type of BNL. The key independent variable in Columns 2 and 4 is a 0–1 indicator term equaling

one when state j in year t has enacted a BNL permitting private rights of action. Though not presented

in Table 13, all estimations also include state and year fixed effects, that is, 0–1 indicator terms for 50

of 51 states and the District of Columbia as well as 14 of 15 years (2005–2019) studied. These results

are available from the authors. All estimations use robust standard errors clustered on states. Levels

of statistical significance for coefficient estimates are defined by the number of asterisks: ∗∗∗ = p<

0.01 (significant at the 1 percent level); ∗∗ = p< 0.05 (significant at the 5 percent level); and ∗ = p<

0.10 (significant at the 10 percent level). The absence of asterisks on coefficient estimates means that

they are not different from zero at commonly accepted levels of statistical significance. This table

suggests that BNLs generally and BNLs with private rights of action significantly decrease neither

data breach counts nor magnitudes even after we exclude the largest publicly listed firms.

4.6.3 BNL Effects After Enactment of Other State Data Security Laws

BNLs are not the only type of data security law that states have been enacting,

albeit themost popular. Others enacted inmany states during this same time-period

regulate security arrangements for personal data held by firms and state agencies,

and regulate data disposal by firms and public agencies. These other security laws

were not necessarily enacted in the same years that BNLs were enacted. In this con-

text, it could be that BNLs alone have little or no data breach deterrence effect until
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combined with other data security laws defining standards for data security and

disposal. Such a possibility is not unreasonable, notably as it is often challenging

to demonstrate negligence absent an explicit set of statutory requirements for data

handling.

To investigate such a possibility, we collect information on enactment dates

for three other US state data security laws from the National Conference of State

Legislatures (NCSL 2021). We then replicate our OLS and Poisson estimations with

three additional 0–1 indicator terms equaling one in years t when these other data

security laws have been enacted in states j: (1) Firm Data Security Law Enacted;

(2) Agency Data Security Law Enacted; and (3) Data Disposal Law Enacted. Results

in Table 14 suggest that enactment of BNLs and these other data security laws

did not significantly decrease data breach counts or magnitudes. These findings

extend our criticism of BNLs to the broader regime of state data security laws. The

broader state-based data security legal regime appears to be as toothless as BNLs

appear to be.

4.6.4 BNL Effects and Other BNL Characteristics

Table 1 shows that BNLs like Connecticut’s require notification when data are

accessed without authorization. Others like Delaware’s require notification when

data is acquired by someone lacking authorization. All BNLs require firms to notify

individualswhen their data has been breached, but some likeHawaii’s require noti-

fication of data “owners” that might also have rights to the use of these data. Others

like Idaho’s require the same notification to the state’s attorney general. Still others

like Maryland’s require individual, owner, and attorney general notification, and

give private rights of action to individuals and owners. Our earlier OLS and Poisson

regression results did not account for these other differences. We only accounted

for BNLs with any type of private right of action.

Our fourth investigation goes further. We assess the impact of BNLs with

other coverage dimensions including notification triggers based on unautho-

rized data access, notification triggers based on unauthorized data acquisition,

post-breach individual notification requirements, post-breach owner notification

requirements, and post-breach attorney general notification requirements. To do

so, we deem BNLs enacted in state j in year t only when they include terms for:

Access Protocol (Columns 1, 6); Acquisition Protocol (Columns 2, 7); Individual Noti-

fication (Columns 3, 8); Owner Notification (Columns 4, 9); and AG Notification

(Columns 5, 10). Results across all 10 columns of Table 15 again reveal no signifi-

cant negative effects on data breach counts or magnitudes when BNL enactment

is based on any of these different coverage dimensions. Though not reported here,
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Table 14: Effect of BNLs on data breach counts and magnitudes given other state data laws.

Dependent variable (1) (2) (3) (4)

Estimator ln(Records) ln(Records) numEvents numEvents

Treatment Log-OLS Log-OLS Poisson Poisson

Any BNL BNL w/PROA Any BNL BNL w/PROA

Any BNL enacted 0.301 −0.073
(0.815) (0.132)

BNL w/PROA enacted 0.941 0.142

(0.934) (0.317)

Firm data security law enacted −0.232 −0.128 0.050 0.014

(0.749) (0.677) (0.101) (0.084)

Agency data security law enacted 0.728 0.752 0.284 0.290

(0.577) (0.586) (0.218) (0.217)

Data disposal law enacted −0.287 −0.384 0.027 −0.010
(0.771) (0.701) (0.120) (0.100)

State fixed effects Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes

Observations 765 765 765 765

R-squared 0.544 0.545

Table 14 presents coefficient estimates, standard errors (in parentheses) and asterisked (∗) indicators

of statistical significance for four panel difference-in-difference regression estimations assessing the

impact of BNL enactments on annual data breach counts and magnitudes after controlling specifically

for three other US state data security laws enacted in many states during the same time-period: (1) a

law regulating data security for firms and other non-state governmental agencies; (2) a law doing the

same for state governmental agencies; and (3) a law regulating the disposal of data for firms and

other non-state governmental agencies and state governmental agencies. We use breach data from

the PRC (2022) for these estimations. We exclude any observations involving firms ever listed in the

S&P 500. The dependent variable in Columns 1–2 is the natural log of records breached in state j

during year t. The dependent variable in Columns 3–4 is the count of data breach incidents (no

matter the number of records breached) in state j during year t. The key independent variable in

Columns 1 and 3 is a 0–1 indicator term equaling one when state j in year t has enacted any type of

BNL. The key independent variable in Columns 2 and 4 is a 0–1 indicator term equaling one when

state j in year t has enacted a BNL permitting private rights of action. We include similar 0–1 indicator

terms equaling one when state i in year t has enacted laws (1) (Firm Data Security Law Enacted), (2)

(Agency Data Security Law Enacted), and or (3) (Data Disposal Law Enacted) during the same

time-period. Though not presented in Table 14, all estimations also include state and year fixed

effects, that is, 0–1 indicator terms for 50 of 51 states and the District of Columbia as well as 14 of 15

years (2005–2019) studied. These results are available from the authors. All estimations use robust

standard errors clustered on states. Levels of statistical significance for coefficient estimates are

defined by the number of asterisks: ∗∗∗ = p< 0.01 (significant at the 1 percent level); ∗∗ = p< 0.05

(significant at the 5 percent level); and ∗ = p< 0.10 (significant at the 10 percent level). The absence

of asterisks on coefficient estimates means that they are not different from zero at commonly

accepted levels of statistical significance. This table suggests that BNLs generally and BNLs with

private rights of action significantly decrease neither data breach counts nor magnitudes even after

other state data security laws are enacted. This table also suggests that the other state data security

laws were themselves ineffective at decreasing data breach counts or magnitudes.
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we also find no pre-treatment trends.11 No matter howwe define BNL enactment, it

fails to decrease data breach counts or magnitudes.

5 Discussion

5.1 Key Research Questions and Findings

Recall the motivation for this study. Fifty one different BNLs comprise the main

public deterrent to data breaches affecting millions of consumers each year. And

notification requirements under state BNLs disclose information that could help

develop a market for data privacy firms could then use to signal consumers about

data security quality and cost. We askedwhether BNLs actually deter data breaches

and promote development of that market for data privacy.

Our analyses consistently suggest not. From 2005 to 2019, BNLs significantly

reduced neither data breach counts nor magnitudes, neither generally nor for spe-

cific types of BNLs. BNL enactments from 2005 to 2019 also failed in the longer-term

to significantly reduce follow-on data misuse by malicious actors. Our null findings

followed from well-calibrated empirical methods designed to detect causal effects

from BNLs. Our null findings appear to have been precisely estimated.

5.2 Implications for Research, Practice, and Public Policy

5.2.1 Implications for Research

Our null findingsmatter formany groups, starting with researchers studying BNLs.

We provide the first evidence of apparent BNL ineffectiveness in reducing data

breach counts andmagnitudes based on broad-sample statistical analysis across all

states over nearly the entire period of BNL enactments. This constitutes a substan-

tial advance on anecdotal or single state-based (e.g., Park 2019) evidence. We rein-

force skepticism about BNL effectiveness (Joerling 2010; Nieuwesteeg 2017; Peters

2014) and push back on other evidence suggesting some BNL effectiveness in reduc-

ing the malicious use of breached data (Kesari 2022a,b; Romanosky, Telang, and

Acquisti 2011).

5.2.2 Implications for Practice and Public Policy

Our null findings also matter for various policymakers writing and enforcing

current BNLs as well as executives and professionals in law, business, and

11 These results are available from the authors.
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information technology coping with them. The apparent ineffectiveness of BNLs

at curbing data breaches begs the question: Why? Cybersecurity consultants and

insurers tout multimillion-dollar costs and months-long timelines to identify and

contain instances of substantial data breach at US-based firms. In 2021, cybersecu-

rity service providers at IBM set the average data breach incident cost at $9.05 mil-

lion and average timeline for data breach incident identification and containment

at 287 days (IBM 2021). But details regarding costs and inconveniences mention nei-

ther BNLs nor their related triggers, notification requirements, prospective state

investigations, penalties, civil suits, or publication mandates.

It could be that BNLs add little to other much stronger business and legal

deterrents to data breaches. A notorious hack of credit card files in late 2013 at

the Minneapolis-based retailer Target led to data breaches affecting an estimated

70 million customers. Target incurred multimillion-dollar liabilities to those credit

card customers. But a substantial share of the estimated $248 million to $2.2 billion

in business and legal costs Target paid also went to other credit card industry busi-

nesses victimized by the hack: banks and financing companies, and payments net-

work providers. BNL provisions likely made little difference to notification speed

for those businesses (Weiss and Miller 2015).

On the other hand, there is little doubt that BNL notification requirements

have led to more notices to consumers of smaller scale data breaches sooner than

they would otherwise receive. And there is some evidence that consumers have

responded with, for example, greater willingness to pay for credit monitoring ser-

vices to guard against malicious data use after breaches (Peters 2014). But such

measures indicate a shift in the cost of data breaches to consumers rather than

internalization by firms or their insurers to encourage fewer data breaches.12 We

noted earlier that 2003–2019 saw development of differing standards for stand-

ing to bring data breach lawsuits in federal courts. Even where those standards

were more permissive, consumers still face significant challenges in civil tort cases

requiring the establishment of causation between breach events and individual

damages. Credit monitoring service purchases may be less costly and more imme-

diate non-judicial remedies. Some combination of BNL-prompted cost-shifting to

affected consumers and superfluousness to affected businesses may explain the

failure of BNLs to prompt more data security vigilance among firm executives and

professionals.

12 Even if insurers sought to give data security practices of insured firms closer scrutiny after

breach notification, their efforts may be undermined by insured firm breach response teams

including outside law firm personnel able to shield important data security practices from insur-

ers and others using attorney-client privilege protections. Schwarcz,Wolff, andWoods 2023 discuss

such practices and legal reforms to curb them.
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What about the policy makers who are writing and enforcing BNLs? Recall

again their aims. BNLs were supposed to decrease data breaches and promote the

creation of a market for data privacy where firms could position themselves based

on quality and cost. We just noted two reasons why BNL deterrents may have been

insufficient to prompt a significant reduction in data breach counts and magni-

tudes. The market motivation for BNLs might still be effective if standards defined

product quality and cost consistently, and if consumers had accessible information

to understand where firms positioned themselves regarding those standards. The

current set of BNLs seem to be doing neither. Tom (2010: 1570) describes BNL varia-

tions as “so numerous that it is virtually impossible to convert these state laws into

themoremanageable format . . . ” Even basic standards about notification are incon-

sistent. For firms doing business with customers in three different states, a given

data breach could easily prompt review of three different notification triggers for

three different potential recipients mandating three different types of notification

information.

Even if there were consistent standards, the current set of BNLs seem inad-

equate to the task of providing consumers with accessible information regarding

where firms have positioned themselves on data security quality and cost dimen-

sions. By mid-2021, only 19 of the 51 BNL regimes published an archive of data

breach incidents accessible to consumers (IAPP 2021). These archives provide little

information on any given incident and then with substantial variation in infor-

mation across archives. A data breach at Volkswagen America and Audi America

(VWA) discovered in March 2021 exposed the PII of more than three million cus-

tomers located throughout the US. Malicious actors likely put some of these data up

for sale on the dark web. VWA started filing notifications under various state BNLs

in June 2021. Aside from affected actual and potential VWA car owners, millions

of consumers in 32 states without any BNL publication archives had little reason

to know of the data breach incident, let alone understand how to assess VWA’s

response.

Consumers in 19 states with published archives in 2021 likely fared no better.

Archives with no information about the VWA incident included Hawaii, Maryland,

Montana, Oklahoma, Oregon, Texas, Washington State, and Wisconsin. Archives in

California, Delaware, Iowa, Indiana, Maine, Maryland, Massachusetts, New Hamp-

shire, North Dakota, New Jersey, and Vermont did note the VWA incident, but with

varying information quality: Indiana’s archive comprised a single line item listing

the date notification was sent (June 11, 2021), the number of state residents affected

(875), and the “total” number of individuals affected (90,184); NorthDakota’s archive

provided samples of data breach notification forms sent by VWA to affected con-

sumers as well as a cover letter from VWA’s lawyers to the state attorney gen-

eral describing the incident and mitigating actions VWA was taking; New Jersey’s
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archive summarized data breach details in a short paragraph with a hyperlink

directing viewers to theMaine archive for additional detail.

There is little consistency in the presentation of firmbreach event information.

There is little guidance about how to assess firm breach event response.13 This trou-

bling combination strikes us as yet another example of an inadequate, perhaps even

counter-productive mandated disclosure regime (Ben-Shahar and Schneider 2011).

Here, the problem relates tomandated data collection often costly to businesses and

data presentation often overly detailed to consumers. Businesses typically respond

with selective compliance to contain costs, while consumers respond with selective

review given limited time and evaluative expertise. With more than 50 different

BNLs and 19 different public archives, businesses have strong incentives to limit

the extent of data collection and submission to so many different recipients and

outlets. With so many different forms of publicly available data presentation, con-

sumers have strong incentives to, at best, browse or simply ignore disclosed breach

event information. Both incentives undermine intended disclosure regime goals.

Obvious public policy responses include a revamp of state BNLs to provide

consistent data collection and presentation standards, or single federal-level BNL

to provide uniform standards and more resources to enforce them. Along with

many other research and public policy commentators (Peters 2014; Stevens 2015;

Tom 2010), we prefer the federal response. Along with standards setting, Congress

could authorize the creation of an expert body drawn from information technol-

ogy, legal services, business management, and consumer protection communities

to propose, review, and regularly update data security and breach notification stan-

dards and best practices. That same body could also recommend sanctions for non-

compliance creating substantially stronger deterrents – for example, strict liability

with statutory where actual damages are difficult to prove, as well as court costs

and attorneys’ fees awards for consumers harmed by tardy notification.

At least two existing federal agencies have experience, expertise, and resources

to implement such reforms. One is the FTC. It already plays an important role track-

ing and policing downstream misuse of breached data through its Consumer Sen-

tinel Network Data program. Vesting oversight and enforcement of a federal BNL

regime in the FTCwould be a natural extension given this expertise and experience.

As Cooper and Kobayashi (2022) point out, however, current FTC liability standards

of “unreasonableness” in firm cybersecurity practices would likely merit change

to the strict liability standard we advocate. Similarly, FTC enforcement power cur-

rently barring equitablemonetary relief in the first instance of violationwould also

13 The International Association of Privacy Professionals (IAPP 2021) publishes links to most

online state archives we noted.
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need reform so that the agency could impose monetary sanctions on first time as

well as “nth time” violators proportionate to the harm those violations caused.

A secondagency to consider is the SEC.Wehave alreadynoted this agency’s role

in assuring adequate cybersecurity for publicly listed firms under SOX. The agency

took yet another step towards such assurance in July 2023 with adoption of rules

requiring registrants to disclose material cybersecurity incidents they experience

and to disclose on an annual basis material information regarding their cyberse-

curity risk management, strategy, and governance (SEC 2023).14 Vesting oversight

and enforcement of a federal BNL regime for publicly listed firms in the SEC would

be also a natural extension given its expertise, experience, and growing interest in

these issues.With a broad range of oversight and enforcementmechanisms already

at hand, the SECmight be able to implementmost aspects of the federal BNL regime

we have in mind for publicly listed firms far before the FTC could do the same

for firms more generally. In due course, both agencies could administer a federal

BNL regime with specialization tailored to firms and issues fitting broader agency

goals.

Whether state or federal, mandated disclosure regimes often prove ineffective

when consumers are overwhelmed with information for which they lack time and

expertise to review and interpret (Ben-Shahar and Schneider 2011). One response

to that concern is to engage consumer-oriented agencies and experts able to review,

distill, and present mandated information in simplified forms permitting easier

final consumer review and assessment. To that end, Congress could create a breach

event publication system akin to the US Federal Aviation Administration’s Air-

line Service Quality Performance System assessing on-time departure and arrival

of airlines operating in the US (FAA 2021). A “Data Breach Deterrence and Secu-

rity Assurance System” could publish and archive standard information on firm

data breaches and mitigation efforts. Perhaps more importantly for consumers

trying to assess firm performance, the system could also publish and publicize cri-

teria for ordinally grading firm mitigation efforts, for example, on 1–10 or A–F

bases. Agency staffmight generate grades or outside organizations could be enlisted

for that purpose. The SEC designates certain credit rating agencies (e.g., Moody’s

Investor Services) as Nationally Recognized Statistical Rating Organizations to ordi-

nally assess the ability and willingness of borrowers to meet their financial obliga-

tions (SEC 2021). Expert outside organizations like the American National Standards

Institute might provide similar ordinal assessments as Nationally Recognized Data

Breach Response Rating Organizations.15 Policy responses of both types have ample

14 The SEC also adopted rules requiring foreign private issuers to make comparable disclosures.

15 An alternativemodel to consider is theHIPAAReporting Toolmaintained by theUSDepartment

of Homeland Security’s Office of Civil Rights (HIPAA 2021). Also known as the “Wall of Shame,” the
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precedent (Freeman 2000) and could spur near-term development of a data privacy

market that the state BNLs apparently failed to develop over nearly 20 years.

5.3 Limitations and Future Research Directions

Like any study, ours has limitations. We emphasize innovations in data and meth-

ods permitting causal inference about the (in)effectiveness of BNLs, but those data

and methods are not bullet-proof. We have already noted limitations of PRC data

for some of the largest and notorious firms and data breach events in recent his-

tory. Methodologically, it is evident from the legislative history of BNLs and other

state data security laws that enactments are not random. They tend to occur ear-

lier in states with more intense consumer use of electronic data, stronger general

consumer protection regulation, and greater awareness of consumer data breaches

and misuse – California, for example.

These challenges are familiar to researchers doing macro policy work with

archival data. We address them through PRC data sub-sampling of smaller firms

and their smaller data breach events, as well as through diagnostic studies sug-

gesting little, if any, difference in pre- and post-enactment data breach trends in

earlier versus later enacting states. Future work could include other sub-sampling

strategies of industrieswhere all firms tend to be smaller and local – restaurant and

entertainment venues, for example. Futuremethodological workmight re-examine

pre- and post-enactment trends with a different periodicity such asmonths of quar-

ters to detect changes in data breach trends that may be tied to seasonal business

cycles.

We noted several benefits and challenges in using PRC data. Recall again that

one challenge relates to the concurrence of BNL enactments and increased scope

in PRC coverage because certain states enacting BNLs also started sharing breach

incident data via public archives. Again, we included fixed year effects in our

difference-in-differences models to adjust for such strict increases in reporting. We

also used various PRC sub-sampling strategies to filter out effects on breach inci-

dent counts andmagnitudes tied to BNL enactment and archive publication in those

states. After imposing those safeguards, we find the same pattern of BNLnon-effects

observed more generally. That is remarkable on its own. Given the concurrence of

both events we couldwell have predicted positive (not negative) BNL effects on data

Reporting Tool website archive is similar to many state BNL website archives we reviewed. While

a good start, the Reporting Tool lacks other important information on current data security and

data breach response standards. Both strike us as important for the development of a data privacy

market.
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breach counts and magnitudes in the PRC data. In any case, our modeling and sub-

sampling strategies demonstrate how future researchers can anticipate PRC data

challenges to take advantage of PRC data benefits.

We think our two-way difference-in-differences analytical approach is sensible

for a study of BNL effects on data breaches and follow-on datamisuse after 20 years

since the first BNL was enacted. Various methodological strategies and diagnostic

analyses presented in our study suggest that our analytical approach does not suffer

from shortcomings other researchers might use as a justification for some alter-

native, such as the synthetic controls approach Kesari (2022b) takes in a working

paper documenting both significant decrease and increase in identity thefts after

BNL enactments and revisions across the US. That said, there may well be value in

evaluating BNL effects on data breaches and follow-on data misuse not only when

first enacted, but also when revised by state legislatures or enforced differently by

state executives.

A perennial concern in any study where “non-effects” matter prominently is

estimation power. Our results indicate no decrease in either breach event counts

or magnitudes. Those results also appear to be precisely estimated. But those non-

effects may yet be underpowered. Our own preliminary study suggests that OLS-

based magnitude estimations may be slightly under-powered generally but ade-

quately powered when evaluating pre- and post-treatment breach event magni-

tudes for BNLs with private rights of action. We note that the observed signs on

treated (BNL-enacted) breach magnitudes are positive, not negative. If estimates of

general BNL breach magnitude effects are underpowered, then they underpower a

trend running contrary to intended BNL effects.

Similar power studies for pre- and post-treatment breach counts are more dif-

ficult to implement with a Poisson estimator. We can and do re-estimate breach

count effects using OLS albeit with less precision. Here follow-on power studies sug-

gest improved estimates for samples from 2.6 to 5.5 times larger than we use here.

These results prompt caution in concluding definitively that BNLs are ineffective

in decreasing breach event counts and prompt calls for follow-on research as more

data on breach counts becomes available.16

Yet another limitation relates to the potential for “bleeding” effects across

states. BNL enactment in California may affect firm behavior in neighboring states

like Nevada or Arizona. A firm headquartered in California but with operations in

those neighboring states might react to BNL enactment in California by changing

behavior there and in those neighboring states. This is potentially problematic as

it would mean the counterfactual is incorrectly specified. The fraud and identity

16 Details on these power studies are available from the authors.
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theft analyses make us less concerned about this potential problem. Recall that we

did detect short-term decreases in such data misuse across states as each enacted

their BNLs. We think it unlikely that bleeding effects would obscure immediate

post-enactment data breach trends but not immediate downstream data misuse

trends. That said, futureworkmight investigate BNLeffectiveness on, say, a regional

basis.

There is also the possibility ofmeasurement errorwith dependent variables. As

hacking operations become more sophisticated, it is plausible that firms will fail to

detect data breach incidents and consumers will fail to detect downstream misuse

of their data. These developments should be unrelated to BNL enactments, instead

being a general trend captured by time fixed effects. Even so, the prospect merits

closer investigation. Future work might account for the changing sophistication of

hacking practiceswith, say, expert assessments of hacking practices across different

types of data and industries.

Finally, there is the possibility of firm “migratory” behavior following BNL

enactments. Firms could flee emerging BNL regimes as they come into force. While

this is theoretically possible, we think it unlikely given substantial costs associated

with such moves and, as we suggested earlier, the less substantial (than initially

projected) BNL compliance costs. This possibility also prompts greater interest in

replicating our results with BNLs and data breaches in state agencies and enter-

prises with little or no capacity to migrate elsewhere. These and other follow-on

areas of research should help us understandmore broadly and deeply whether and

how BNLs meant to reduce data breaches and create a market for data privacy can

achieve that aim to the benefit of firms, consumers, and broader society.
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