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Abstract

We review the recent literature on financing medical innovation, with a specific focus on the drug and device development process and how it may be enhanced to improve outcomes. We begin by laying out stylized facts about the structure of the drug development process and its associated costs and risks, and the evidence that the rate of discovery for life-saving treatments has declined over time, while its costs have increased. We make the argument that these structural features require drug development (i.e., biopharmaceutical) firms to rely on external financing, while at the same time amplifying market frictions that may hinder the ability of these firms to obtain financing, especially for treatments that may have large societal value relative to the benefits going to the firms and their investors. We then provide an overview of the evidence for various types of market frictions to which these drug development firms are exposed, and discuss how these frictions affect their incentive to invest in the development of new drugs, thereby generating underinvestment in valuable treatments. In light of this evidence, numerous studies have proposed possible ways to overcome this “funding gap” problem, including the use of financial innovation. We discuss the potential of these approaches to improve outcomes.
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1. Introduction

The healthcare system is essential to the global economy. As the Covid-19 pandemic of 2020-2021 starkly demonstrated, the functioning of the economy is intimately tied to its ability to manage health, as concerns about the treatment of the pandemic led to the partial shutdown of the global economy. Moreover, the healthcare system's effectiveness in meeting its challenges may be the bellwether of the future health of the global economy. For example, healthcare expenditures in the United States have steadily risen over the past few decades to roughly 18% of GDP as of 2019.

The foundation of the healthcare system is the development of new therapeutics that provide societal value. However, the development and delivery of treatments requires funding. This requirement closely connects the expansion of healthcare to finance. A major challenge in the development of new treatments is that the required investments are large, the gestation lags are long, and the payoffs are highly uncertain, with daunting risks that include not only scientific risk but also the regulatory risks of drug approval and financing risks. This has led to what has been called “the funding gap”, the difference between the aggregate amount of capital needed to invest in all welfare-enhancing drug development projects and the amounts actually invested. What gives rise to the funding gap? How can finance help to close this gap?

In this review article, we consider the academic research surrounding these questions. We explain how firms that engage in the development of life-saving therapies may face market frictions related to their need to finance their investments. These
frictions can potentially alter their investment decisions, resulting in fewer therapies that reach patients, and profound implications for society.

We begin by describing the types of firms that engage in drug development\(^1\)—biotechnology and pharmaceutical firms—collectively referred to as biopharmaceutical (biopharma) firms. We then describe the regulatory process that these firms must go through in order to successfully develop a new drug. We lay out certain stylized facts about the costs and risks associated with the drug development process—specifically, that it is lengthy, risky, and expensive—and describe the evidence that these costs and risks have increased over time. In stark comparison, $1 billion of (real) investment was able to produce dozens of drugs in 1950, an amount that would be insufficient to develop even a single drug on average from start to finish today.

We argue that the institutional features, costs and risks associated with drug development lead to four important conclusions. First, the large costs of drug development faced by biopharma firms necessitate reliance on external financing. Second, this requirement creates a strong link between the prospects of biopharma firms and financial markets, exposing these firms to external financing frictions and capital market imperfections. Third, the institutional features of drug development that are relatively unique to biopharma end up amplifying these external financing frictions, leading to underinvestment in R&D and in therapies that are potentially valuable from a societal perspective. Fourth, financial innovations offer the promise of overcoming these

\(^1\) For expository simplicity, when we use the term “drug development,” we are implicitly including the development of medical devices, diagnostics, and health-related technologies unless otherwise specified.
impediments to enhance aggregate investment in drug development, making a strong case for more *normative research* into contracting innovations.

We then provide an overview of the body of evidence in support of these conclusions. We describe how biopharma firms use financing sources, and how frictions such as asymmetric information may alter the ability of these firms to use financing and make optimal investment decisions. Among other topics, we delve into the use of equity markets by biopharma firms, the competitive structure of the industry, the effects of the regulatory environment, and the markets for technology and venture capital/private equity. When put together, there is strong evidence that the investment incentives of drug development firms are influenced by the various frictions to which they are exposed, and that these incentives impinge on their financing decisions.

Given the importance of developing new therapeutics and the documented difficulties faced by biopharma firms, a number of studies have proposed contracting and other solutions to overcome these impediments. We survey these solutions, which include financial innovation coupled with changes to the therapeutic development process.

Finally, we note that beyond the social value of improving outcomes in the biopharma industry, the R&D-intensive nature of biopharma means that it also offers more generalized insights into the R&D and innovation investment process, as well as its
associated corporate financial decisions and regulatory policy (e.g. Lakdawalla (2018)).

A particular advantage of focusing on biopharma in this regard comes from data availability; there are detailed, granular data about clinical trials that are available to researchers examining drug development. The innovation literature typically uses patents in order to measure innovation activity, but it has been noted that patents have a number of shortcomings as an innovation proxy (e.g. Williams (2017), Freilich (2019)). By allowing researchers to view actual project-level decisions through the clinical trials process—for example, firms beginning clinical trials to treat rare diseases—drug development affords new measures of innovation that do not rely on patents. Furthermore, measures have been developed that estimate the novelty of new compounds in the drug development process (Krieger, Li, and Papanikolaou (forthcoming)). From a broader corporate finance perspective, the ability to track individual project decisions for both public and private firms offers a view into corporate decision-making not usually offered in other contexts. For example, much of the extant literature on mergers and acquisitions (M&A) focuses on acquisitions of entire firms; data on drug development allows researchers to examine both whole-firm acquisitions as well as acquisitions of individual projects.

In Section 2, we describe the drug development process, including the types of firms involved in drug development and the regulatory approval process for new drugs.

---

2 Empirical patterns that have been broadly documented for R&D and productivity may also be driven by the biopharma industry. For example, Benmelech, Eberly, Papanikolaou, and Krieger (2021) show that the stylized fact of increased investment in intangible capital but sluggish productivity grown since the 1990s can be attributed to pharmaceutical firms, but that improvements in treatments may not be accurately reflected in aggregate productivity measures.
In Section 3 we connect these institutional features to the financing of projects, and makes the argument for why the prospects of biopharma firms are strongly linked to financial markets, and how this may lead to underinvestment in drug development. Section 4 contains a survey of the empirical evidence for the exposure of biopharma firms to market frictions, how they connect to financing, and their effect on investment incentives. We discuss potential solutions to the problem of underinvestment in drug development in Section 5, including financial innovation, and conclude in Section 6.

2. The Drug Development Process

To understand how frictions in financing may affect investment incentives in drug development, it is important to understand the process that firms must undergo to bring a new therapeutic to market. In this section, we first describe the types of firms which undertake drug development. We then detail the regulatory process for developing a drug, and provide stylized facts about the risk and cost of this process. This lays the foundation to explain why drug development firms are more exposed to financial markets.

2.1 Types of Drug Development Firms

Firms that engage in drug development are often separated into two main categories: biotechnology (biotech) and pharmaceutical (pharma) companies. Biotech companies are often differentiated from pharma companies by their production process: biotech firms derive their products from living material, while pharmaceutical companies derive their products from chemicals. However, some firms may use both types of
production methods, making a clean separation between pharma and biotech firms challenging (e.g. Carlson (2016)).

Does the distinction between pharma and biotech firms matter? While general features of the drug development process may apply to both types of firm, in practice, the characteristics of firms that typify pharma can be significantly different from those of biotech. Biotech companies tend to be smaller and more numerous than pharma firms, due to the confluence of several trends: breakthroughs in our understanding of the biology of human diseases and how to intervene, technological improvements in chemical, biological, and drug manufacturing processes and bioinformatics, and the ease of entry in the development of biological drugs. As a result, pharma firms tend to have more developed portfolios of drugs (and more approved drugs), while biotech companies tend to have more early-stage drug candidates in their development portfolios.

These differences can greatly affect the conclusions of economic analyses that focus on these industries. For example, Thakor, Anaya, Zhang, Vilanilam, Siah, Wong, and Lo (2017) show that the profitability of biotech firms tends to be significantly lower than that of pharma firms, in line with the tendency of pharma firms having more approved drugs, and therefore more positive cash flows. Thakor et al. (2017) also show that the assessment of the attractiveness of an investment in the pharma industry relative to the biotech industry is dependent on the classification method used, with some classification methods suggesting a heavy underperformance for biotech investments, and others coming to a different conclusion. Thakor et al. (2017) make the broad point
that both inclusion criteria and weighting schemes can affect these conclusions due to the differences between pharma and biotech firms. For example, in a sample that includes both pharma and biotech firms, one might conclude that investment performance in the biopharma industry is strong, when in fact the positive performance is coming from a handful of pharma firms, which are more heavily weighted in the analysis because they are larger, while the majority of biotech firms are performing poorly.

Special attention should therefore be paid to firm classifications when conducting research on drug development firms using company databases such as CRSP and Compustat. A researcher may be interested in analyzing the drug development industry as a whole, or either the pharma or biotech sectors specifically. First, when analyzing the drug development industry as a whole, a researcher often must query firm information using formalized industry classification codes (i.e. the Standard Industry Classification (SIC) and North American Industry Classification System (NAICS)). However, there may be multiple industry codes that correspond to pharma or biotech. For example, there are at least five 4-digit SIC codes and at least six 6-digit NAICS codes that reasonably correspond to pharma or biotech, but some biopharma firms may be classified by codes that are shared by non-biopharma firms (e.g. Thakor et al. (2017). This introduces the possibility of omitting biopharma firms or including non-biopharma firms in one's analysis. Second, when focusing on either pharma or biotech firms, standard classification systems like SIC and NAICS codes do not always offer a clean distinction between pharma and biotech companies. For example, one classification method may designate a firm as pharma while another designates it as biotech. Furthermore, a firm
may start out as a small biotech firm, but then expand operations to be more like a pharma firm, but most traditional classification systems are not dynamic and cannot account for this.

New alternative classification methods offer promising ways to identify pharma and biotech companies using various data sources. For example, Thakor et al. (2017) use machine learning techniques with financial and accounting data to classify pharma and biotech companies. Hoberg and Phillips (2010, 2016) use textual analysis methods and 10-K filings to classify firms in terms of their product similarity.

In the rest of this article, while we will refer to drug development firms generally as “biopharma” firms for convenience, we will be careful to make a distinction between pharma and biotech when it is needed for clarity.

2.2 The FDA Drug Approval Process

The development of drugs in the United States and other countries is highly regulated, as governments require a demonstration of both the efficacy and safety of treatments before they are allowed to reach consumers. In the U.S., the Food and Drug Administration (FDA) is responsible for the regulation and oversight of any firm developing a drug.

The FDA approval process for a new drug is provided in Figure 1. The beginning of the process is a more informal preclinical phase, which consists of the discovery or

---

3 The approval process for medical devices is significantly shorter than that for drugs, but there is evidence that uncertainty and other institutional features of the device approval process affects the innovation incentives of device manufacturers. See, for example, Stern (2017).
identification of new types of treatments, such as new molecular compounds or new mechanisms of delivery of existing compounds to treat specific diseases. An important part of this phase is determining if a drug has the potential to cause harm before it is tested on humans, and thus the developing biopharma firm must conduct laboratory testing to determine this.

After preclinical testing comes the clinical trial testing of the drug compound, which consists of three phases, denoted phase 1, phase 2, and phase 3. These clinical trials involve testing of the treatment on human subjects, with the smallest number of subjects (20 to 100) in phase 1 trials, and the largest number of subjects (hundreds or thousands) in phase 3 trials. In order to “pass” a phase of the clinical trials—i.e., advance from one phase to the next—the firm conducting the trials must demonstrate the efficacy and safety of the drug to the FDA. Once clinical trials are successfully completed, the drug undergoes a final review by the FDA after submitting a “new drug application” (NDA) or “biologic license application” (BLA), depending on whether the compound is chemical or biological in nature. Upon a successful review, the drug is approved for consumer use after the labeling and prescription information is determined. After approval, the FDA
also conducts post-market drug safety monitoring to discover if there are potentially harmful effects of the drug that were not detected during the approval process, and it may take measures to limit the use of the drug by consumers if new safety and/or efficacy concerns arise.

The rigorous requirements of the drug approval process help to protect the end consumers of a drug by ensuring that drugs have the necessary levels of safety and efficacy for consumption and treatment. However, this also creates challenges for the firms developing the drugs given that the process is lengthy, expensive, and risky.

For a typical drug candidate, the development process takes several years from start to finish. The FDA estimates the length of phase 1 trials as “several months”, phase 2 trials as “several months to 2 years”, and phase 3 trials as “1 to 4 years”. This is consistent with the evidence provided by DiMasi and Grabowski (2007), which shows that phase 1 trials take an average of 1.3 years to complete, phase 2 trials an average of 2.3 years, phase 3 an average of 2.8 years, and the NDA or BLA approval takes an average of 1.4 years. In total, the average development time of a drug from start to finish was 8.1 years for biotech firms, and 7.5 years for pharma firms.

---

4 https://www.fda.gov/patients/drug-development-process/step-3-clinical-research
5 This development time can be reduced in some special cases. First, a biopharma firm developing a generic drug—that is, an equivalent drug to a marketed drug that enters after the marketed drug’s exclusivity period—can file an Abbreviated New Drug Application (ANDA) and bypass the majority of the drug development process, so long as the generic manufacturer can prove bioequivalence to the marketed drug. Second, recent FDA initiatives such as the Breakthrough Therapy, Fast Track, and Accelerated Approval designations seek to expedite the development and review process if a drug meets certain criteria (such as being the first available treatment, or having a distinct advantage over existing treatments).
The empirical evidence suggests that the cost of developing a drug is high and rising over time. Using a sample of 93 drugs from 12 pharmaceutical firms, DiMasi, Hansen, Grabowski, and Lasagna (1991) estimated the average cost of developing a drug to be $231 million (in 1987 dollars), including capitalized costs over the entire length of development. However, DiMasi, Hansen, and Grabowski (2003) estimated this cost to be $802 million (in 2000 dollars), and the most recent estimate by DiMasi, Grabowski, and Hansen (2016) is $2.558 billion (in 2013 dollars).

This trend of increasing development costs over time was laid out starkly by Scannell, Blanckley, Boldon, and Warrington (2012), who demonstrated the declining R&D efficiency of the industry by showing how $1 billion (inflation-adjusted) of R&D spending could produce dozens of drugs in the 1950s, but by 2010 could not even produce a single drug (see Figure 2).

![Figure 2: Declining R&D Efficiency in Biopharma, from Scannell et al. (2012)](image)
Finally, the evidence on the risks of drug development clearly shows that the development process has a substantial scientific risk of failure; in other words, drugs going through the development process have a high rate of failing to meet clinical standards of efficacy or safety. Using a sample of 1,316 drugs from 50 pharma companies, DiMasi, Feldman, Seckler, and Wilson (2010) found an average clinical approval success rate from phase 1 to approval of 19%. Using detailed data from a much broader sample of clinical trial outcomes from 2003 to 2011, Hay et al. (2014) report an average probability of successful approval from phase 1 across all indications of 10.4%. Thomas et al. (2016) use a similarly broad sample from 2006 to 2015, and report an average probability of successful approval from phase 1 of 9.6%. In the most comprehensive sample to date of over 400,000 clinical trial registrations from 2000 to 2015, Wong, Siah, and Lo (2019) estimate an average probability of successful approval from phase 1 of 6.9%. However, approval probabilities vary by the disease category of a particular drug as well as its phase in the clinical trial process. For example, according to Wong, Siah, and Lo (2019), an average drug in oncology has a 0.021 probability of successful development to approval, while an average drug in ophthalmology has a probability of success of 0.135.

---

6 Assessing the risk of drug development has been made easier with the mandated reporting of clinical trial outcomes for many drugs, which was put into place following the Food and Drug Administration Amendments Act of 2007. Trial information and summary results are required to be posted to the FDA’s website, clinicaltrials.gov, within a certain time period after completion (see Hsu, Lee, Moon, and Oh (2019)). This data availability has also enhanced the ability of researchers to view the actual project-level investment decisions of these companies, as we discuss in more detail later.
What about the benefits to a firm that succeeds in developing an approved drug? Approval by the FDA allows the drug maker to enjoy a “marketing exclusivity” period for the drug, typically lasting from 3 to 7 years, over which the FDA will not approve any competing drugs during this period. Thus, all else being equal, a firm that successfully has a product approved will enjoy monopoly profits on that drug for a significant amount of time, but afterwards faces potential competition. However, Grabowski and Vernon (1990) show that firms with approved drugs face a skewed distribution of returns for drugs in the marketplace, with “blockbuster” drugs achieving much higher returns than other drugs. Thus, given the large investment costs of drug development, a very successful commercial result is often needed to justify the high initial investment in the project. This observation is consistent with the evidence provided by Kyle (2018) that measures of market reward are often weakly related to measures of therapeutic value for new drugs, and is also consistent with the empirical evidence that the majority of biopharma firms have negative profitability, and that profitability in the industry has been consistently declining on average, as shown in Thakor et al. (2017) (see Figure 3). However, as the figure shows, there is still marked heterogeneity in the prospects of firms within the industry, with some earning substantially high profits.

Note that marketing exclusivity is distinct from patent protection; patents for drugs are typically granted early on in the development process, and offer weaker protection than marketing exclusivity (see, e.g., Grabowski and Kyle (2007) and Li, Lo, and Thakor (2021)). Consistent with this, Duggan, Garthwaite, and Goyal (2016) find only small price impacts and little impact on quantities of drugs when patents on them were granted internationally following an expansion of the Trade-Related Aspects of Intellectual Property Rights (TRIPS) agreements.
Developing a drug also produces the benefit of knowledge capital, such as scientific expertise, understanding of research and production methods, connections with physicians, and so forth, that can potentially be deployed for subsequent drugs under development to improve their odds of success. For example, a biopharma firm that has spent the money to successfully develop a vaccine can use the knowledge and resources it gained through the development process on subsequent vaccine candidates. However, one caveat is that this knowledge capital is not easily redeployable across therapeutic areas. For example, knowledge capital built up in vaccine development may not be applicable to cancer drugs. Krieger, Li, and Thakor (forthcoming) develop a model that
includes knowledge capital as a feature and provide evidence that it creates path dependencies in drug development, which can affect \textit{ex ante} investment incentives.

3. Drug Development, Financing, and Investment

When considered together, the institutional features of the drug development process lead to a number of financial implications for biopharma firms.

First, the high development costs associated with drug development imply that drug development firms are forced to rely on external financing to fund their investments, given the inadequacy of internal funds in fully satisfying their investment needs. This is partly because many firms in the industry without an approved product have few sources of revenue (Thakor et al. (2017)). Biopharma firms tend to rely largely on equity financing, limiting the use of debt for the most part (Thakor et al. (2017), Giambona, Golec, and Lopez-de-Silanes (2021), Thakor and Lo (forthcoming)). Biopharma firms in particular are able to tap public equity markets through initial public offerings (IPOs) even if they only have preclinical projects (Aghamolla and Thakor (forthcoming)).

This reliance on equity financing is similar to that of many other R&D-intensive firms (Brown, Fazzari, and Petersen (2009)). The traditional explanation for why such firms do not utilize substantial amounts of debt is that they lack sufficient tangible assets to offer as collateral, their low profitability and uncertain cash flows amplifying the agency frictions that impede debt financing.\footnote{See, e.g., Besanko and Thakor (1987a,b) and Rampini and Viswanathan (2013) for theoretical models of these effects.} Myers and Howe (1997) create a model in
which large pharma investment costs create “R&D leverage,”—a commitment to continue spending funds in order to continue development in later phases—that pushes out financial leverage. However, recent evidence suggest that biopharma firms have the ability to use patents as collateral in lieu of “traditional” hard assets, which enhances their ability to take on more debt (see Deshpande and Nagendra (2017) and Mann (2018)).

Second, the reliance on external financing means that the prospects of biopharma firms will be strongly linked to the state of the market. During bull equity markets, external financing will generally be plentiful, but during market downturns, it will typically be harder for biopharma firms to acquire the financing to continue investing in drug development. Thus, R&D funding that is market based will have a significant systematic risk component. This insight is in line with earlier finance literature that has documented a significant link between the supply of equity financing and R&D more generally (e.g. Brown, Fazzari, and Petersen (2009)).

Third, the institutional features of biopharma, including the regulatory approval process and the difficulty for investors to assess the financial ramifications of technical details involved in drug development, mean that the frictions associated with the financing-investment link are amplified. This leads to underinvestment in R&D and therapies that are potentially valuable from a societal perspective. Put differently, the difficulties faced by biopharma firms in procuring financing for some projects may lead to an
underprovision of therapies relative to the social optimum. Hall and Lerner (2010) refer to this problem as a “funding gap” for R&D investment by innovative firms (see also Kerr and Nanda (2015)).

A variety of financial frictions may contribute to this funding gap. One classic financing friction is asymmetric information, which leads to adverse selection costs in raising financing (e.g. Myers and Majluf (1984)). Thakor and Lo (2021) make the theoretical argument that low probabilities of success combined with the specialized expertise needed to assess project prospects—particularly in the case of biopharma investments—lead to adverse selection that distorts investment away from the first-best choice, because firms are unable to raise financing for those investments. In particular, there may be investments that are both positive NPV for the firm and valuable for society, but in which firms are unable to invest. Thakor and Lo (2017) also observe that the technical nature of R&D and low probabilities of success make agency problems and moral hazard harder to detect, which further exacerbates the problem. This is because outsiders may lack the technical knowledge to distinguish between good and bad projects. Furthermore, it becomes difficult to ascertain ex post whether project failure is due to the inherent low chance of success or because it was a bad project from the beginning. Thakor and Lo (forthcoming) and Jørring et al. (2021) make similar points theoretically.

---

9 A number of studies have provided evidence from a variety of perspectives that investment in societally-beneficial treatments is lower than optimal. For example, Krieger, Li, and Papanikolaou (forthcoming) provide evidence that novel drugs have higher ex-ante economic value ex-ante, but that firms underinvest in them. Kyle (2018) uses a French government assessment of therapeutic value, and finds evidence suggesting that countries are over-investing in drugs with less therapeutic value.
The underprovision of socially valuable treatments represents an inefficient equilibrium from a social welfare standpoint. In order to find potential solutions to this problem, it is essential to understand the particular frictions that cause it to arise. We do so in the next section.

4. Evidence of Market Frictions and Investment Incentives

The main conclusion from the previous section is that the amplified frictions faced by biopharma firms can cause underinvestment in valuable R&D. In this section, we survey the empirical evidence on how market frictions affect biopharma investments, and the role that financial markets play in this relationship.

4.1 Equity Markets and Investment

A body of empirical evidence has demonstrated a link between equity markets and biopharma investment. There is substantial evidence documenting that biopharma firms have a high degree of market-related risk. Using data on publicly traded biopharma firms, Harrington (2012), Thakor et al. (2017), and Lo and Thakor (2019) all document positive and relatively high betas, often significantly above 1.0, for biopharma firms. This high level of market risk is particularly salient since the scientific risk inherent in R&D is idiosyncratic, as Jørring, Philipson, Lo, Singh, and Thakor (2021) demonstrate using project-level data. A consequence of this high level of market risk is a high cost of capital for biopharma firms (e.g. Harrington (2012), Cockburn and Lerner (2009)), which adds further challenge to the prospect of evaluating drug projects as positive NPV.
Papers using clinical trial data have shown how the link between biopharma firms and equity markets can cause suboptimal investment. Lerner, Shane, and Tsai (2003) provide empirical evidence that due to their reliance on financing via stock issues, biotech firms are more likely to fund their R&D through inefficient (i.e., significantly less successful) alliances during periods of limited public equity market financing.\textsuperscript{10} Mace (2020) provides evidence that even short-term declines in equity markets can cause biopharma companies to abandon early-stage drugs, which can be attributed to financing constraints and changes in discount rates. Krieger, Li, and Papanikolaou (forthcoming) use detailed clinical trial data and a new method for identifying novel drugs using chemical similarity. They show that novel drugs have lower success rates but higher economic value ex-ante. They provide evidence that firms underinvest in novel drugs, possibly due to external financing frictions: firms experiencing a positive net worth shock generated by an expansion of Medicare Part D develop more novel drugs in response.

Raising financing through equity markets may also cause firms to reduce their investment due to other frictions. For example, Ferreira, Manso, and Silva (2014) and Boot and Vladimirov (2019) theoretically predict that private firms will innovate more than public firms, due to agency and informational frictions causing external shareholders to be less tolerant of failure than insiders. This is consistent with the empirical evidence by

\textsuperscript{10} As evidence of suboptimal overinvestment, Guedj and Scharfstein (2004) use a sample of 235 cancer drug trials, and show that younger, earlier-stage firms are more likely to advance unpromising drug candidates through clinical trials, in contrast to larger and more mature firms. The pattern is strongest for firms with larger cash reserves. The authors interpret the evidence as consistent with agency problems between managers and shareholders, in which managers are reluctant to drop poor projects when they have no other promising drugs in the pipeline, and are able to use excess cash to continue them (e.g. Jensen (1986)).
Bernstein (2015) that innovation (as measured by patents) declines when private firms go public. Aghamolla and Thakor (forthcoming) show that this is the case for biopharma firms as well; firms conduct fewer drug trials and focus on less risky indications (i.e., those with a higher success rate) when they go public.

While there is evidence that innovative firms in general do employ some debt financing (see Kerr and Nanda (2015) for a review), and that biopharma firms are able to use limited amounts of debt, there has been little empirical work examining whether debt hinders or enhances drug investment. Recent advances on this front suggest that, when faced with the need to increase investment, biopharma firms shy away from debt. Thakor and Lo (forthcoming) provide evidence that biopharma firms reduce their debt when faced with increased competition that drives additional R&D investment. Giambona, Golec, and Lopez-de-Silanes (2021) use the Biologics Price Competition and Innovation Act as a shock to investment opportunities, and show that affected firms financed new assets primarily through equity, and furthermore decreased their leverage and sought less-restrictive debt covenants. The use of debt financing in drug development represents an important and underexplored area that is ripe for future work, and opens the possibility of finding a link between credit markets and the supply of new therapies.

4.2 The Competitive Structure of the Industry

A key feature that affects the innovation incentives of biopharma firms is the set of frictions related to competition in the industry which, as a number of studies have documented, has increased over time. A fuller understanding of the ways in which investment can be affected by competition opens up the possibility of spurring beneficial
drug investment by changing the level of competition; for example, legislation has often aimed to increase competition in the industry with the dual goals of promoting additional innovation and offering more choices to consumers. However, as noted in the innovation literature by Aghion, Bloom, Blundell, Griffith, and Howitt (2005), among others, the theoretical relationship between competition and innovation is not clear-cut. Increased competition may either encourage or dampen innovative incentives.

A salient source of competition in the industry comes from the regulatory environment in which drug development firms operate. For example, Budish, Roin, and Williams (2014) argue that the patent system enhances short-term incentives, pushing firms towards more late-stage research. Garfinkel and Hammoudeh (2021) show that regulatory breakthrough therapy designations (BTDs) for drugs, which allow the expedited development and review of drugs intended to treat serious conditions, can lead rivals to either increase or decrease their development activities, depending on two perspectives on competition: the overall competitiveness of the disease treatment area, and the rival’s competitive position within that area.

The marketing exclusivity period awarded to approved drugs is a critical regulatory feature influencing competition between firms, since generic versions of an approved drug from other producers can enter the marketplace when the exclusivity period expires, charging substantially lower prices than the existing “brand-name” drug (e.g. Danzon and Chao, 2000). While it has been argued that the ability of generic drugs

---

to enter the marketplace may enhance consumer welfare (e.g., Branstetter, Chatterjee, and Higgins (2016)), the effect of generic entry on the innovation incentives of incumbent firms has been the subject of numerous studies. Branstetter, Chatterjee, and Higgins (2014) estimate a negative relationship between generic entry and early-stage research in the affected therapeutic area. Thakor and Lo (forthcoming) examine the economic effects of the implementation of the Hatch-Waxman Act of 1984, which eased the ability of generic drugs to enter into markets by allowing generic producers to bypass portions of the FDA approval process if bioequivalence has been established. They find that the increase in competition brought about by the Hatch-Waxman Act led to incumbent firms “focusing” their R&D effort, increasing their R&D investment but reducing the number of patents produced. Li, Lo, and Thakor (2021) highlight the ability of the legal environment to affect investment incentives, showing that the negative relationship between innovation and generic entry can be reversed when incumbents are restricted in their ability to enter into contracts to delay generic entry.

The competitive environment that biopharma firms operate in, combined with their need for external financing, creates an interaction between competition, investment, and financing that recent studies have begun to explore. One of the key conceptual points is that high levels of competition combined with the knowledge-intensive nature of the industry means that informational effects are particularly important. Competitors learn from the outcomes experienced by any firm. Recent studies have been able to use detailed clinical trial data to demonstrate the salience of these informational effects between competitors. Krieger (2021) and Krieger, Li, and Thakor (forthcoming) show how
negative news about a firm (through either trial failures or safety warnings on marketed products) can alter the investments of a firm’s competitors when they learn about the information. Hsu, Lee, Moon, and Oh (2019) examine an increase in disclosure requirements and show that peer firms learn from the disclosed information through increased trial suspensions.

Informational effects are strongly linked to external financing because firms need to disclose information to investors in order to secure financing in public markets, but this information may also fall into the hands of competitors. This has been referred to in the literature as the “two-audience signaling” problem; see Kamien and Schwartz (1978), Bhattacharya and Ritter (1983), Bhattacharya and Chiesa (1995), and Gibbons, Gertner, and Scharfstein (1988). Thus, a firm needing external financing faces a tradeoff between the lower cost of external finance due to the information it discloses to investors in order to lessen adverse selection costs and the damage to real cash flows due to the inadvertent leakage of this information to competitors. This “two-audience signaling” problem can be particularly damaging given the winner-take-all feature of the patent and market exclusivity system.

As evidence of this link between information and financing, Aghamolla and Thakor (forthcoming) examine how disclosure requirements affect the propensity of private firms to undertake an IPO and enter public equity markets. They use the Food and Drug Administration Amendments Act (FDAAA) of 2007 as an exogenous shock to disclosure requirements, following which all biopharma firms have been mandated to publicly post clinical trial registrations and summary results for phase 2 and above trials.
Their results show that private biopharma firms were significantly more likely to tap into public equity markets following the increase in disclosure requirements, consistent with the marginal cost of disclosure through IPOs going down, since firms already had to disclose more information. Along similar lines, Dambra et al. (2015) and Lewis and White (2020) show that IPOs by biotech firms increased substantially following a reduction in compliance costs brought about by the Jumpstart Our Business Startups (JOBS) Act of 2012.

The link between disclosure and financing represents an important channel through which biopharma firms may choose a financing source, and thus becoming exposed to different financing risks, since different securities involved in financing involve different information sensitivities. For example, Boot and Thakor (1993) and DeMarzo and Duffie (1999) argue on theoretical grounds that equity is more informationally sensitive than debt; Bhattarcharya and Chiesa (1995) point out that the use of bank financing permits firms to avoid revealing their proprietary information to competitors, unlike external financing. Additional empirical work is needed to show how informational effects may affect the choice by biopharma firms of financing sources such as equity, public debt, bank debt, and venture capital, and the subsequent impact of this choice on drug investment.

Apart from information disclosure, increased competition in and of itself can move firms towards different sources of financing because of the need to stay competitive with peers. Aghamolla and Thakor (2021) exploit similarities across firms’ development portfolios to demonstrate that there are peer effects in the propensity of private
biopharma firms to tap public equity markets through an IPO. They provide evidence that firms are more likely to undertake an IPO following their peers due to competitive pressures; an IPO and the large influx of capital it brings provides a competitive advantage to a firm, causing its peers to follow suit to maintain a more level playing field. Aghamolla and Thakor (2021) also show similar effects for other sources of funding, such as venture capital. Thakor and Lo (forthcoming) show that an increase in competition induces biopharma firms to hold less debt. They argue that the need for firms to invest in new R&D rather than in existing assets to escape competitive pressures reduces the fixed asset base that can be used as collateral, while the potential for inefficient liquidation due to debt is more damaging with greater R&D investment. More research on competitive effects related to other sources of financing for biopharma firms is needed.

4.3 Markets for Technology

Markets for technology generally entail significant merger and acquisition (M&A) and licensing activity (e.g., Gans and Stern (2003)). These activities offer biopharma firms an important alternative means to develop drugs. Firms have the choice of developing new drugs in-house, entering into licensing agreements to co-develop with other firms, or acquiring projects (such as late-stage research) from other firms to develop them further towards commercialization. A small firm without access to enough capital to develop a drug through to approval also may opt to sell the drug (e.g. patents, rights, equipment) to a capital-rich firm like a large pharma company. A stylized fact has emerged that many biotech firms engage in early-stage research with the intention of selling the research to larger pharma firms when it has progressed to a certain point of
clinical development. Detailed project-level data from clinical trials allows researchers to closely track these sorts of agreements, which also allows broader insights into acquisition markets not offered in other contexts, for example, the ability to observe acquisitions of individual projects rather than acquisitions of entire firms.

The empirical evidence supports the notion of markets for technology being an important source to which biopharma firms can turn, particularly given the institutional details of the drug development process (see, e.g., Grabowski and Kyle (2012)). Additionally, it supports the idea that these markets may help to guide drug projects to their first-best developers. Hermosilla and Wu (2018) show how cooperation via technological licensing can lead to improved outcomes because it pools the complementary capabilities of firms; these gains are especially salient in larger markets. Danzon, Epstein, and Nicholson (2007) examine biopharma M&A activity from 1988 to 2001, and find that mergers and acquisitions are typically a response to financial trouble or gaps in a firm’s pipeline. Along similar lines, Higgins and Rodriguez (2006) and Krieger, Li, and Thakor (forthcoming) show that biopharma firms with weaker internal pipelines are likely to engage in acquisitions in order to replenish their pipelines, rather than initiating new drug trials or continuing to develop their existing projects. Part of the reason for this strategy is developing new products internally are too time-consuming and expensive for firms experiencing a negative shock or declining productivity, whereas acquiring projects offer a quick and efficient way to replace lagging products. Furthermore, firms with accumulated knowledge capital in a particular therapeutic area may reap the benefits of redeploying that capital on newly-acquired projects, thus
enabling an efficient reallocation of drug projects to their first-best users (e.g. Krieger, Li, and Thakor (forthcoming)).

However, frictions related to control rights have the potential to limit the effectiveness of markets for technology. Cunningham, Ederer, and Ma (2021) provide evidence that incumbent pharma firms may use acquisitions as a means to consolidate their market power by shutting down competing projects. Hermosilla (2021) shows that firms rush to acquire replacement products after phase 3 failures, but these acquisitions subsequently underperform due to the contract negotiations in the acquisition process. The allocation of control rights between partners in pharmaceutical alliances can affect the efficiency of drug development conducted by those alliances (Lerner, Shane, and Tsai (2004) and Higgins (2007)). Overall, these papers paint a picture in which markets for technology—through acquisitions and alliances—may introduce either efficiencies or inefficiencies into the drug development process. More research is needed to understand whether the net effects reflect efficiencies or inefficiencies, and the circumstances in which they arise. Furthermore, acquiring a project or company requires financing, and licensing requires a contribution of financial resources from participating firms; this financing connection and how it contributes to the efficiency of markets for technology is also an area that needs further exploration.

Related to this link, a recent development (particularly since 2020) is the growing popularity of acquisitions as an avenue for firms to go public and tap external equity markets. Special Purpose Acquisition Companies (SPACs) are financing “shell” companies that contain no assets, but which go public through an IPO with the intention
of later acquiring a firm. Once the acquisition is done, the SPAC itself dissolves, leaving the acquired company as a publicly traded entity. SPACs have been touted as an alternative to a traditional IPO, as a firm is able to become publicly traded without having to file a prospectus or go through the regulatory IPO process. Several biopharma companies have gone public via SPAC acquisitions. The consequences of SPACs for the drug development process are still unexplored, and constitute a new and exciting area for research.

4.4 Venture Capital and Private Equity

Venture capital (VC) and private equity (PE) are other avenues of financing available to biopharma firms. The extant VC and PE finance literature has shown that these are important sources of funding that foster innovation (e.g. Kortum and Lerner (2000)). VC and PE funding is particularly important for earlier-stage biotech firms that require startup capital, but lack the means to access broader public financing markets.

The nature of VC and PE investment creates a large degree of risk and uncertainty for drug development. VC investments are highly cyclical, which can cause difficulty for capital-intensive, high-risk, and long-duration projects—even the most successful biopharma firms are sometimes unable to secure capital when they need it. Furthermore, scale matters, since VC investment rounds are typically smaller, with an average biopharma VC funding round of $8 million (Aghamolla and Thakor (2021)). With high and rising development costs for drug projects, venture capitalists now need a much larger fund and are less able to diversify. Over the course of the past few years, PE funds have become more involved in financing biopharma investments. Large PE firms have
launched funds, but have tended to focus on investments in later-stage assets rather than preclinical drugs.

The possibility of hold-up problems in VC and PE firm investment contracts has been shown to introduce inefficiencies in such arrangements (e.g., Kaplan and Stromberg (2004)). Recent evidence suggests that these types of problems can affect investments by biopharma firms. Li, Tong, and Taylor (2021) provide evidence that common ownership of drug projects across firms by venture capitalists can lead them to shut down some drug development projects to reduce competition across portfolios. The role of VC and PE firms in the drug development process remains an understudied area with important consequences.

5. Solutions to Underinvestment

The previous sections have laid out the case that the features of drug development cause many frictions for biopharma firms, leading to underinvestment. This may particularly be the case for drugs that are valuable to society, as the risks of development outweigh the potential economic benefits to firms. For example, cancer drugs tend to have the lowest probability of success (less than 5% on average), and thus firms may shy away from developing potentially valuable cancer treatments. Researchers have offered a number of potential solutions to this problem. In this section, we survey these insights.

5.1 The Drug Development Process
A variety of solutions have been proposed on the regulatory front, from changes to patent policy and competition to public funding mandates. In some cases, initiatives have promoted further research into diseases by biopharma firms, but in other cases the efficacy of policy initiatives has been limited. For example, as discussed in the previous sections, policies such as enhanced patent protection may improve or hinder innovation incentives. Similarly, public funding allocations may be sub-optimal; see Kyle (2020) for a review and discussion of these initiatives.

One potential policy solution that has been offered is to change the FDA approval process itself. Some recent initiatives by the FDA offer a faster review and approval process for certain qualifying drugs (such as the Breakthrough Therapy Designation), while the 21st Century Cures Act has allowed the introduction of "real world evidence" such as observational studies and patient input to complement the FDA clinical trial process in order to expedite approvals (Lo, Philipson, and von Eschenbach (2016), Lo (2017)).

Other proposals include the use of adaptive platform trials (APTs) to advance the clinical trial process. These trials are new designs of randomized controlled trials (RCTs) that are able to study multiple interventions in a disease or condition on an ongoing basis, with interventions entering and leaving the platform on the basis of a predefined algorithm (Angus, Alexander, Berry et al. (2019)). The most established APT is I-SPY 2, a phase 2 trial investigating neoadjuvant (preliminary) therapies for breast cancer in conjunction with standard chemotherapy compared to standard chemotherapy for women diagnosed with local metastatic breast cancer before surgical resection (Das and
Lo (2017)). A framework for modeling the accrual of information in an adaptive clinical trial as a sequence of real options is developed in Chaudhuri and Lo (2020), following the example of Royalty Pharma’s financing of Sunesis Pharmaceuticals’ phase 3 adaptive clinical trial of its leukemia drug, Vosaroxin (Lo and Naraharisetti (2014)). Berry et al. (2020) determine that an adaptive trial provides the maximal net benefit for trials of COVID-19 vaccine candidates in number of averted infections and deaths, short of the deliberate infection of volunteers in "human challenge" trials.

Another approach involves the use of Bayesian decision-making to improve the criteria of the clinical trial process. Current clinical trial design attempts to minimize the probability of ineffective treatment caused by a false positive (type 1) result. However, the threshold for the probability of type 1 error, alpha, may not be appropriate to the preferences of the patient (Chaudhuri et al. (2018), Chaudhuri and Lo (2021)). For example, a 2.5% threshold for alpha may not be appropriate for patients with terminal illnesses that have no effective therapies. Montazerhodjat, Chaudhuri, Sargent and Lo (2017) find that the optimal alphas determined by Bayesian decision analysis (BDA) were often much larger than 2.5% for terminal cancers with short survival times and no effective therapies, such as pancreatic cancer, and smaller than 2.5% for less serious cancers with long survival times and multiple effective therapies. Isakov, Lo, and Montazerhodjat (2019) generalize this finding to the 25 most lethal diseases in the United States. Chaudhuri, Lo, Xiao, and Xu (2020) apply Bayesian patient-centered models to anti-infective therapeutics, incorporating epidemiological models to determine the optimal alpha during outbreaks of epidemic disease. Most recently, a survey of over 2700
Parkinson's disease (PD) patients by Hauber et al. (2021) finds that risk thresholds in a BDA framework for new neurostimulative devices in the treatment of PD increase markedly with the perceived benefit of the device to the patient.

A crucial part of de-risking the drug development process is an accurate determination of the probabilities of success of the consecutive phases of drug approval (Wong, Siah, and Lo (2019)), clinical trial outcomes, and clinical outcomes in individual patients (Siah, Khozin, Wong, and Lo (2019)), while the analogous probabilities of vaccine development success are estimated in Lo, Siah, and Wong (2020). Machine learning techniques have significant power in predicting approvals not only among later-phase drug candidates, (Lo, Siah, and Wong (2019)), but with extensive feature engineering augmented by domain expertise in drug development, outperforming this recent baseline (Siah et al. (2021)).

5.2 Financial Innovation

A key difficulty that biopharma firms face is that the drug development process is risky and expensive. Fagnan, Fernandez, Lo, and Stein (2013) point out that a potential solution can be found through financial innovation, which can be used to transfer risks to market participants that are more willing to bear them. As a result, more funding can be channeled towards drug development, particularly in areas that there may be greater societal need but higher risks for firms.

Fagnan, Fernandez, Lo, and Stein (2013) proposed the idea of a “megafund” which pools together a number of different projects. The idea relies on basic finance portfolio theory and the notion of diversification, that some of the individual risks associated with
drug projects will cancel each other out, reducing the overall risk of the fund. The megafund is then able to issue tranches of debt as well as equity because of its lower risk. This in turn provides a more attractive risk-return profile to large investors, thus allowing additional funds to flow to the investments. This approach is generalizable to any large investment project with low probabilities of success, a long gestation lag, large required up-front investment, and very large payoffs relative to the investment, provided that the basic assumptions of diversification hold for the individual projects within the portfolio (Hull, Lo, and Stein (2019)). The degree of correlation of success or failure between portfolio development projects is critical to the success or failure of the megafund, with statistically independent projects favoring its success; however, the basic "vanilla" structure is able to maintain promising returns even with a moderate degree of correlation using the most recent drug development project data (Lo and Siah (2021)). Dynamic leverage applied to the megafund, maintaining a constant level of default risk as the financing moves from an all-equity capital structure to a mixed one with an increasing amount of debt, can boost equity returns and add significant value to the fund (Montazerhodjat, Frishkopf, and Lo (2016)).

Drug development for orphan diseases, defined in the United States as those conditions which affect fewer than 200 thousand people nationwide, is particularly amenable to the megafund approach, due to lower capital requirements, legislative incentives, and a lower correlation of failures among disease targets (Fagnan, Gromatzky, Stein, Fernandez, and Lo (2014), Fagnan, Yang, McKew, and Lo (2015), and Lo and Thakor (2019)). Drug development for glioblastoma can also be substantially financially
de-risked with the assistance of domain experts to choose the portfolio (Siah et al. (2021)). A portfolio approach within a public-private partnership including government guarantees is more suitable for ovarian cancer therapeutics, reducing tail risk while increasing expected returns to investors (Chaudhuri et al. (2019)), while a portfolio approach with government guarantees and philanthropic support for pediatric oncology therapeutics has the potential to eliminate significant downside risk while maximizing expected returns (Das, Rousseau, Adamson, and Lo (2018)). However, simulations based on clinical data show that a megafund portfolio of therapeutics for Alzheimer's Disease (AD) is unlikely to generate returns sufficient to attract private sector capital by itself (Lo, Ho, Cummings, and Kosik (2014)), as are megafund portfolios of vaccine candidates (Vu, Kaplan, Chaudhuri, Mansoura, and Lo (2020)).

Financial innovation has also been proposed in other forms. Jørring et al. (2021) propose the idea of “FDA Hedges”, which are insurance contracts that pay drug developing firms upon the failure of individual drug projects to gain FDA approval. Jørring et al. (2021) develop a theoretical model to highlight the informational frictions that allow these contracts to reduce underinvestment in R&D and enhance welfare. They also provide evidence that these contracts have little systematic risk, so if they were to be freely traded on exchanges, investors would not demand a systematic risk premium, making the pricing attractive for firms. They also provide a discussion of the feasibility of introducing these contracts.

5.3 Organizational Innovation
Changes in organizational structure of the firm may also enhance biopharma funding. For example, the business development company (BDC), a closed-end investment fund with relaxed requirements that allow it to raise money in the public equity and debt markets, can be used to fund multiple early-stage ventures for long-term investors in biomedical innovation (Forman, Lo, Shilling and Sweeney (2015)). Likewise, the project-focused organization (PFO), analogous to movie project development within the Hollywood studio system, undertaken with the sole purpose of conducting a specific R&D project, may be a useful alternative to the traditional venture capital or entrepreneurial startup model (Lo and Pisano (2016)).

Academic and philanthropic institutions play an increasing role in the financing of biopharma firms, but few data are yet available on their performance or the magnitude of their impact. Huang et al. (2021) make a systematic study of technology licensing by the Massachusetts Institute of Technology (MIT). They find that 4 approved small-molecule drugs cite MIT patents, but another 31 FDA-approved drugs have some involvement of MIT licensees, of which 55% are a new molecular or biological entity, and 55% were granted priority review by the FDA, an indication that they address an unmet medical need.

Venture philanthropy, a funding model in which nonprofit, mission-driven organizations fund initiatives to advance their objectives while achieving returns to be reinvested toward their goal, has been increasing in popularity since the notable financial success of the Cystic Fibrosis Foundation's funding of the development of Kalydeco, the first disease-modifying therapy approved to treat cystic fibrosis (Kim and Lo (2019)). In
addition, these philanthropic organizations can provide scientific assistance to de-risk the
drug development process, as with the National Brain Tumor Society and the
development of a portfolio of assets to treat glioblastoma (Siah et al. (2021)).

6. Concluding Remarks

In this paper, we have surveyed the literature on drug development financing,
providing stylized facts that the drug development process is lengthy, risky, and
expensive, and these costs and risks have increased over time. The institutional features,
costs, and risks associated with drug development result in biopharma firms relying
more heavily on external financing to fund their investments, creating a strong link
between drug development and financial markets. This link—when combined with the
institutional features of drug development—creates challenges in funding certain
potentially valuable R&D efforts, leading to an underprovision of social-welfare-
enhancing therapies.

We surveyed the body of empirical evidence that demonstrates how market
frictions and financial markets interact with and affect the investment incentives of
biopharma firms. We concluded by surveying research that proposes solutions to the
underinvestment problem, including changes to the drug development process and
financial innovation. Throughout, we have highlighted areas that are understudied and
have the potential for impactful future research.
In addition to its implications for improving the drug development process, financial research on the biopharma industry also offers valuable insights into the processes of R&D and innovation investment, as well as general corporate financial decisions. This setting offers granular data about clinical trials, providing researchers with alternative measures of innovation and the ability to track individual project decisions for both public and private firms. This opens up the possibility for a variety of new insights to be extracted about firms outside of the biopharma industry.

Our focus in this article has been on financing issues related to the drug development side of healthcare. Drug development is of course a part of the larger healthcare system. After a new therapy has been developed, it must be delivered to patients, which brings to the surface a host of issues related to how patients can finance their care (see Gruber (2021) for a review). Another area at the intersection of finance and healthcare is the financing of hospitals, clinics, and nursing homes that directly deliver healthcare to patients. These are entities whose goals both overlap with and differ from those of firms in other industries. Their differences make them interesting to study in terms of their financing and investment decisions in response to informational and other frictions. There is a nascent emerging literature studying these issues, which is ripe for additional contributions.\footnote{The literature includes papers that have examined how hospitals respond to shocks to their financial assets in terms of investments and shifts in treatment (Adelino, Lewellen, and Sundaram (2015), Adelino, Lewellen, and McCartney (forthcoming)); how credit market frictions can lead to hospitals providing worse quality of care and increased mortality (Aghamolla, Karaca-Mandic, Li, and Thakor (2021)); and how private equity investment into nursing homes can result in worse care outcomes (Gupta, Howell, Yannelis, and Gupta (2021)).}
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